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Abstract: Osteoporosis is a kind of a skeletal system disease mainly categorized by alterations in bone mass density 

and its structure that makes the bone prone to fracture. The assessment of osteoporotic disease from bone radiograph 
images presents a major challenge for pattern recognition. Textured images of osteoporotic and healthy subjects show 
high degree of resemblance, it increases the difficulties in discriminating such textures. Early diagnosis of this disease 
is vital for a healthy living condition. 
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I. INTRODUCTION 

 

Osteoporosis affects over 3 million people in UK. More than 500,000 people receive hospital treatment for fragility 
fractures every year as a result of osteoporosis. Osteoporosis is a disease in which bone weakening increases the risk of 

a broken bone [1].Characterization of Bone radio- graph images is a task in the osteoporosis diagnosis. Osteoporosis is 
mainly categorized by decrease in the bone mass and structure. It increases the hazard of fracture. It is difficult to 

identify the normal subjects from that of osteoporotic because they show high degree of resemblance in their texture. It 
occurs most commonly in women because of hormonal changes (menopause).Generally occurs mainly in spine, hips 

and wrist. By knowing the quality of the bone, one can prevent the fracture risk [11]. Clinically, to diagnose 

osteoporosis the classical method consists in measuring the bone mineral density (BMD) and compares it with that of a 
healthy young adult. The results of this test are expressed in T-score. A bone density with a T − score ≥−1 is classified 

as a normal. While a T −score ≤− 2.5 indicates that the bone has osteoporosis [2].  
In this paper several methods are studied and analysed for detecting and diagnosing osteoporosis using bone mineral 
density including artificial neural network (ANN), x-ray imaging technique, stacked sparse auto encoder and fuzzy 
neural network. 

 

II. METHODOLOGY 

 

In [2], Stacked Sparse Auto Encoder (SSAE) is a deep learning architecture of sparse autoencoders consisting of a 
series of sparse autoencoder networks, stacked above each other in which the outputs of each hidden layer of an 
autoencoder are wired to the input layer of the successive network. An auto-encoder is a neural network that aims to 
minimize the reconstruction error between the input data x and the output data ˆ x to learn the high-level features.  
SSEA is training by applying the greedy layer-wise training strategy in which way each autoencoder tries to minimize 
the reconstruction errors of the previous layer. To sum up, SSAE is applied to learn the high-level features from 
original input. Features are learned by optimizing the cost function and are encapsulated in weights. 
  
To classify an image from it pixels, our model performs a series of three consecutive steps: A) preprocessing, B) image 
subdivision and feature extraction, C) pooling and classification. 
  
A comparison study on the performance of different SVM kernel functions (i.e. Linear, Polynomial, RBF and Sigmoid) 
for classification was performed. The SVM aims to achieve good separation between classes by finding a set of hyper 
planes that maximizes the functional margin, where the distance to the nearest training example is the greatest. It is 
shown that the obtained rates demonstrate that the accuracies of Linear SVM classifier (95.50%) are better than the 
other kernel functions. Once the deep network learns the local features, the signatures of training images are 
constructed by pooling the features extracted from the patches belong to the same image. These signatures are 
associated with its label inorder to training the SVM classifier. SVM are employed to classify these signatures in order 
to distinguish between the Osteoporosis Population (OP) and Control Cases (CC). The introduction of deep learning for 
the diagnosis of osteoporosis has given promising results with an accuracy rate around 95.5%. 
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In [5], a novel learning-driven system Intelligent Medical Diagnostic System (IMDS) accessible through web interface 

for performing on-line initial screening for osteoporosis. The fundamentals of the IMDS are mainly based on the well-

known theory of Fuzzy-Neural Networks (FNNs). FNNs possess the ability to automatically learn useful knowledge 

from available examples without the active participation of domain experts during the process of constructing system, 

and can exhibit superiority over other conventional technologies (e.g. statistical techniques and regression analyses) 

due to its superior nonlinear modelling. It is well known that FNNs possess the ability to automatically acquire useful 

knowledge from a large number of examples, and can exhibit superior nonlinear modelling capability in many fields 

such as pattern classification, object recognition, model prediction, and system identification. A FNN is named by the 

fact that a fuzzy model described by if-then rules and inference mechanisms can completely be transformed into a 

Multi- Layered Artificial Neural Network (MNN) composed of neurons and connecting links as long as each neuron in 

a MNN performs a corresponding function in a fuzzy model. This fact makes standard gradient learning methods in 

MNNs available to adjust the parameters of FNNs; the proposed FNN consists of the following four layers in 

sequential order: an input layer, a fuzzification layer, a rule layer, and a class layer. 

  
The IMDS (Intelligent Medical Diagnostic System) system is mainly comprised of three parts: a learning module, a 
knowledge base, and a web-based user interface. The objective of the learning module is to construct a FNN classifier 
not only with high classification accuracy but also with good interpretability. This objective is accomplished by means 
of a series of learning algorithms including k-means clustering, gradient descent parameter tuning, and similarity-based 
model simplification. The knowledge base is practically a FNN classifier. It consists of a fuzzy inference engine and a 
fuzzy medical rule database. The former performs fuzzy inference with respect to the presented input feature vectors so 
as to provide reasonable diagnostic results; the latter contains a collection of diagnostic rules acquired from available 
medical databases which store a great amount of data relating to patient’s records or medical history. The web-based 
user interface provides users with a convenience path to access the service offered by the IMDS. Through this 
interface, users can submit their personal information and receive the related diagnoses in an easy manner. 

 

 
Fig 1: System architecture of IMDS 

 

Advantages of the IMDS are four-fold: (1) automatically generating diagnostic rules without medical experts’ active 
participation can significantly reduce the construction cost of the system; (2) the learning-from-example ability of the 
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IMDS can extract implicit, previously unknown, and potentially useful medical knowledge from considerable patient’s 
data or medical history; (3) using a questionnaire of osteoporosis risk factors rather than other invasive methods or 

laboratory measurements to assess osteoporosis risk not only can considerably reduce the cost of mass screening, but 
can also speed up screening process; and (4) the convenient, interactive, web-based user interface can effectively 
increase the accessibility of the system. Moreover, it should be noted that the reliability of the system mainly depends 
on the information supplied by the users. 
 
In [8], to achieve a diagnosis system of osteoporosis with the assistance of a network, an artificial neural network 
model is established and applied. Then parts of patients are selected randomly as the training set and the rest is 
regarded as the prediction set. Input score results and bio chemical parameters are related to osteoporosis. The 
prediction results of all samples are compared with the predicted results of logistic regression. Diagnostic results of the 
artificial neural network model are compared with the results of logistic regression.  
Artificial Neural Network (ANN) is the abstraction and simulation of a number of basic features extracted from 
neurophysiological models. Its organizations can simulate the interaction which is made in response to objects in the 
real world by biological nervous system. This is a basic processing unit of the neural network, connects with each other 
and accepts a weighted input to produce a corresponding output by means of an activation function. In the neural 
network, the ability and efficiency to solve the problem, to a large extent, depends on the activation function used by 
the network in addition to the network structure. The choice of the activation function has great influence on the 
convergence speed of the network. The choice of activation function should be different according to different actual 
problem. In this paper, we adopt the logarithmic sigmoid function which is the most widely used activation function in 
neurons. In the process of learning and training, weights and thresholds change constantly. Different output is decided 
by different weights and thresholds. The appropriate network and the function approximation will be achieved. The 
Back-Propagation algorithm is a multilayer feed-forward ANN and is commonly adopted for solving classification 
problems. It is considered to be a kind of learning method because it can constantly amend the connection weights 
between different artificial neurons which can make up forward multi-layer network. So that the forward multi-layer 
network is able to change the input information into the desired output information. It is referred to as backward 
learning algorithm because when the connection weights of artificial neurons are modified based on the difference, 
which will be reversed layers one by one to the back propagation, between the actual output and its desired output of 
the network to determine the modifications of connection weights. 
 

  
Fig 2: Back Propagation network structure 

 
In this study, there are still some limitations. On the one hand, the number of selected cases is a bit small and 
consequent, the network is not steady enough. Even though satisfactory results were obtained, till the neural networks 
were repeatedly trained several times. Although there are aforementioned limitations, the conducted study provides an 
alternative approach to diagnose osteoporosis. 
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III. CONCLUSION 

 

Several techniques and methods in the diagnosis of osteoporosis were presented. In order to improve diagnostic 
accuracy and automation of this task, several methods uses texture analysis to extract features from bone X-ray images. 
Among these methods, SSAE to extract high-level feature from pixel intensities in an unsupervised manner. Stacked 
encoder uses pooling operation to construct image signatures from the high-level features extracted in the previous step 
and employ SVM to classify these signatures. The introduction of deep learning for the diagnosis of osteoporosis has 

given promising results with an accuracy rate around 95.5% Intelligent Fuzzy-Neural Diagnostic System is convenient, 
interactive, web-based user interface can effectively increase the accessibility of the system. Reliability of the system 
mainly depends on the information supplied by the users. In the next method, ANN and logistic regression have been 
compared in order to explore an optimal method to diagnose osteoporosis. 
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