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Abstract: In this paper, we use the diagnosis of breast cytology to demonstrate the applicability of this method to 

medical diagnosis and decision making. Each of 11 cytological characteristics of breast fine-needle aspirates reported 

to differ between benign and malignant samples was graded 1 to 10 at the time of sample collection. Nine 

characteristics were found to differ significantly between benign and malignant samples. Mathematically, these values 

for each sample were represented by a point in a nine-dimensional space of real variables. We use various different 

algorithms and also demonstrate the comparison between the algorithms for the classification problem. Finally, an 

overall accuracy of 99.4048 % is achieved. We only classify 1 % of benign case as malignant. The algorithms used are 

programmed in python for demonstration purposes.  This paper also demonstrates deploying the created model on 

cloud and building an API for calling the model and verify it. 
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I. INTRODUCTION 

 

For the following Machine Learning Algorithm, we use the Breast Cancer Wisconsin (Original) Data Set 
[1]

. In this 

report we present some general Mathematical methods for aiding medical diagnosis and decision-making and 

demonstrate its application in diagnosing breast mass cytology. We easily infer this as a classification problem as the 

output variable, here 2 (benign) and 4 (malignant) are discrete values. We use Logistic Regression 
[2]

, Multiclass 

decision forests 
[3],[4]

 and Multiclass Artificial Neural Networks 
[5]

. In the present application, the pattern sets were 

benign or malignant and each element of the pattern sets consisted of nine cytological characteristics of benign or of 

malignant breast fine-needle aspirates (FNAs). These nine characteristics have been established to differ between 

benign and malignant samples, but no single described characteristic alone presently distinguishes pattern between 

benign and malignant samples. Eleven cytological characteristics of breast FNAs were valued on a scale of 1 to 10, 

with 1 being the closest to benign and 10 the most malignant. Statistical analysis 
[6]

 showed that the following nine 

characteristics differed significantly between benign and malignant samples: uniformity of cell shape, uniformity of 

cell size, clump thickness, bare nuclei, cell size, normal nucleoli, clump cohesiveness, nuclear chromatin, and mitoses.  

 

II. DATA AND METHODS 

 
A.  Logistic regression 

We use the Logistic Regression or logit model to model the probability of certain class or event such as pass/fail, 

win/lose, alive/dead or healthy/sick. This can be extended to model several classes of events. Logistic regression is a 

statistical model that in its basic form uses a logistic function to model a binary dependent variable, although many 

more complex extensions exist. Analogous models with a different Sigmoid function instead of the logistic function 

can also be used, such as the Probit model 
[7]

; the defining characteristic of the logistic model is that increasing one of 

the independent variables multiplicatively scales the odds of the given outcome at a constant rate, with each 

independent variable having its own parameter; for a binary dependent variable this generalizes the odds ratio. The  

logistic regression can be understood as finding the best β parameters that best fit: 
 y = {1, β0 + β1 + ε > 00,                               else  

Where ε is an error distributed by standard logistic distribution. 

 

So, we can define logistic function as  σ(z) = ez1 + ez = 11 + e−z    where  z ∈ ℝ 

We also infer that σ(z) ∈ (0,1) 
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We can solve this by gradient descent so, θj = θj − α ∂E∂θj 
Here E should be convex or as convex as possible, should be a function of θ and should be differentiable for us to apply 

gradient descent. So, define CE1(cross entropy) = −p log(q) = −y log (ŷ) 

Where ŷ are the predicted likelihoods so ŷ ∈ (0,1). Also  CE2 = (1 − y)(1 − log (ŷ)) 

We simply observe that in a test use case, CE1 + CE2 gives us the expected output. So, define BCE = CE1 + CE2 = −y log(ŷ) − (1 − y)(1 − log (ŷ)) 

Substituting above found values and by chain rule, ∂BCE∂θj = (−yŷ + 1 − y1 − ŷ) ( e−z(1 + e−z)(1 + e−z))xj 
Now we can define the gradient descent as, θj = θj − α ∑ (ŷ − y)n

m=1  xj = θj − 1m ∑ −2(y − ŷ)m
1  

Expressing this in a matrix format: θj = θj − αm (ŷ − y)T ∙ X 

 

B.  Multiclass decision forest 

In a decision forest at each node, feature xi and threshold a are chosen to minimize resulting 'diversity' in the children 

nodes. This diversity can be measured by Gini Index. G(N) = 1 − ∑ p(i)2 

The subdivision continues until every node at the bottom has only one class in it, assigned as a prediction to input xi 
[8]. To choose the node or split the decision tree we can define information gain. Let T denote set of training examples (x, y) = (x1, x2 … . xn, y) For a value v taken by an attribute let Sa(v) = {x ∈ T | xa = v} 

Then the information gain (IG) of T attribute for a is the difference between priori Shannon entropy H(T) and 

conditional entropy H(T | a) IG(T, a) = H(T) − ∑ |Sa(v)|T ∙ H(Sa(v))v ∈ vals(a)  ⇒ IG(T, a) = H(T) −  Ep|H(Sa(v))| ⇒ IG(T, a) = H(T) − H(T | a) 
So, we can choose the split which gives us maximum information gain and set a threshold for a leaf node. 

 

C.  Artificial Neural Networks: 

An ANN is based on a collection of connected units or nodes called artificial neurons , which loosely model the 

neurons in a biological brain. Each connection, like the synapses in a biological brain, can transmit a signal to other 

neurons. An artificial neuron that receives a signal then processes it and can signal neurons connected to it. In ANN 

implementations, the "signal" at a connection is a real number, and the output of each neuron is computed by some 

non-linear function of the sum of its inputs. The figure shows an analogy between the nerve cell and artificial 

neurons.[9],[10] 

 
 

https://en.wikipedia.org/wiki/Neuron
https://en.wikipedia.org/wiki/Synapse
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As an example, if we have n inputs in a neural network, then with sigmoid activation function the value returned by it 

will be-  y = 11 + e−xn+1 

Where xn+1 = ∑ xmβmnm=0  and β are the weights. The goal here is to optimise these weights. While forward 

propagation we initialise random weights or β and get the error and while the back propagation we update these 

weights according to the error [11],[12]. For simplicity we first take 2 layers with the weight in first layer as w1 and 

that in the second layer as w2. We also define z2 and z3 as summation of βnXn, let an be output from the sigmoid 

function and for simplicity let g(x) refer to the sigmoid function. So, the error can be calculated as- Error = ε = (y − ŷ)22 ∙∙∙∙∙∙∙ (∗)  
For gradient descent we can state - wnew = wold − α( ∂ε∂w) 

Now we perform back propagation and find the error ε ∂ε∂w2 = −(y − ŷ) ∂ŷ∂w2 

 

By Chain rule we obtain - ∂ε∂w2 = −(y − ŷ) ∂ŷ∂z3 ∙ ∂z3∂w2 = −(y − ŷ)g′(z3)a2 

Simplifying this –  ∂ε∂w2 = −(y − ŷ)g(z2)(1 − g(z3)) ∙ a2  ∙∙∙∙∙∙∙ (∗∗) 

Let, δ3 = −(y − ŷ) ∂ŷ∂z3 

Then back propagating till the first layer gives us- ∂ε∂w1 = −(y − ŷ) ∂ŷ∂w1 = −(y − ŷ) ∂ŷ∂z3 ∂z3∂w1 ⇒  ∂ε∂w1 = δ3 ∙ ∂z3∂a2 ∂a2∂w1 = δ3 ∙ w2 ∙ ∂a2∂w1 ⇒  ∂ε∂w1 = δ3 ∙ w2 ∙ g′(z) ∙ X 

So, we can conclude ∂ε∂w1 = δ3 ∙ w2 ∙ g(z2)(1 − g(z2)) ∙ X ∙∙∙∙∙∙∙ (∗∗∗) 

By (**) and (***) we can now build the gradient descent formula – w2[n] = w2[0] − α ∙ ∂ε∂w2 w1[n] = w1[0] − α ∙ ∂ε∂w1 

And so on for each layer in the neural network. A sigmoid activation function works well in this case as it tends to 

bring the activations to either side of the, making clear distinctions on prediction. Unlike linear function, the output of 

the activation function is always going to be in range (0,1) compared to (−∞, ∞ ) of linear function. 
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Which also makes it an activation function to be used for the case. We do not use ReLu (Rectifier Linear Unit) for the 

mentioned case as- ReLu = {1, x ≥ t0, x < t 
Where t is a threshold value. 

We here face a dying ReLu problem as for activations in a region of ReLu give us the gradient as 0 which means the 

weights will not be updated and the neurons will stop responding to variations. So ReLu is not used for the mentioned 

case [13].  

 

III. IMPLEMENTATION 

 

The following algorithms were then programmed in Python. I have also created some comparative visualizations 

between the above-mentioned suitable algorithms which can aid in choosing the algorithm best for this study [14]. I 

have also applied Linear Discriminant Analysis techniques on the dataset and found that dimension reduction was not 

possible. If Pn = XVn be nth principal component where [λ1, λ2 … λn][V1, V2 … Vn] = 0 and [λ1, λ2 … λn] is a matrix of 

Eigen values sorted in descending order [15]. We obtained that P1, P2 … P9 did not differ by a vast margin. We use the 

neural network with the hyperparameters configured as following. Single parameter training mode, with 200 hidden 

layers, α = 0.001 , set the initial weights to 0.1 and used a min-max normalizer. The decision tree giving the maximum 

overall accuracy was configured as following – 15 decision trees, set the maximum depth as 32 and 128 random 

number of splits. Here a train test split is also created to prevent the overfitting of model to the data. I then created a 

webhook and an API to access the algorithm on edge for both request/response and batch execution and deployed the 

algorithm on the Azure Cloud.  

 

IV. RESULTS AND DISCUSSION 

 

A visual comparison between the Random forest method and Neural Networks obtained, here the left side of the figures 

represent neural network-based approach and the right side represents random forests-based approach.  

 

 
 

 
 

We observe in the confusion matrix that the false negatives in the random forest-based approach is 1.9% of the test 

dataset whereas the false negatives are only 1% of the test dataset in the neural network base approach. So, the neural 

network-based approach becomes the obvious choice and we achieve an overall accuracy of 99.4048 % with only 1% 

false negative rate. This is the web service deployed for the algorithm (request-response). Here the probabilities of each 

class label are also displayed. 
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The model can also be consumed in Excel Sheet or code by using keys [16]. 
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