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Abstract. The Optimizing Envelope Method (OEM) for thin film characterization has been based on minimization of an 

Error Metric (ERM) related to the film thickness or/and the interference order numbers of the extrema in the interference 

pattern of transmittance spectrum T(λ) of the film on glass substrate specimen. It has been indicated that the OEM has a 

capacity for providing most accurate characterization of almost every dielectric or semiconductor film with average 

thickness of [300,5000] nm, only from T(λ), compared to all the other methods for characterization of such films only 

from T(λ). However, there was no comprehensive analysis of which ERM is best for the OEM. In the presented paper is 

studied the performance of seven ERMs. An approach based on using grouped bar charts is proposed for selection of the 

ERM providing the most accurate possible thin film characterization by the OEM, depending on the appearance of T(λ).   
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I.INTRODUCTION 

Light transmitting thin dielectric and semiconductor films are widely used in optoelectronics, optics, electro-optics, and 

magneto-optics [1,2]. Accurate characterization of the optical characteristics of such films is needed due to the variety of 

technologies and technology parameters used for their preparation [3].  

A film for optical characterization is very often deposited onto a glass substrate in order to avoid stress and deformation 

[1,4]. The normal incidence transmittance spectrum of a specimen consisting of a thin film on a glass substrate, in the 

UV/VIS/NIR spectral region of wavelengths λ, is symbolized as T(λ) in this paper. A sketch of such specimen and its 

main optical characteristics is illustrated in Fig. 1. 

 

Figure 1. A sketch of a thin film on glass substrate specimen. d is the average film thickness, the thickness non-uniformity 

∆d ≥ 0 is the maximum deviation of the film thickness from d over the light spot on the surface film/air, as n(λ) and k(λ) 

are the refractive index and the extinction coefficient of the film.  

Notably, T(λ) of a specimen consisting of a dielectric or semiconductor film with average thickness d = [300,5000] nm 

on a glass substrate usually contains interference pattern with several maxima and minima [2]. It turns out that optical 

characterization of such film can be performed only from the interference spectrum T(λ) of the specimen, without 

employing any dispersion model about the refractive index n(λ) or/and the extinction coefficient k(λ) of the film [5,6]. 
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Such dispersion model free characterization is especially beneficial for doped or mechanically stressed films, since 

dispersion models can fail for such films [7].   

The envelope method (EM) is a dispersion model free method for optical characterization of a film, using the upper 

envelope T+(λ) and the lower envelope T−(λ) of the smoothed spectrum Tsm(λ) of T(λ) [8]. The tangency wavelengths λt 

represent the tangency points Tsm(λt) between the two envelopes and Tsm(λ). Importantly, the EM from its founding paper 

of Swanepoel [8] is the most cited method for optical characterization of thin films according to Google Scholar data [9]. 

The EM using only T(λ) has three main versions: the founding EM (FEM) of Swanepoel [8] with over 4300 citations, the 

improved EM (IEM) [10], and the optimizing EM (OEM) [11]. However, in [8] and its modifications [12-17] is 

considered only the approximation of a film with uniform thickness. 

Every EM version is based on a formula for Tsm(λ), and an interference fringes equation referring to each λt(i). The most 

accurate formula for Tsm(λ) is used in [11], and is rewritten as: 
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Tu(λ) represents the transmittance of an uniform film, x(λ) is the absorbance of the film, the subscript ‘s’ refers to the 

respective known substrate characteristics, and n(λ) > ns(λ) > 1. 

The formula providing most accurate approximation of the points T+(λt) and T-(λt) from the upper envelope and the lower 

envelope of Tsm(λ) is [11]:    

0 0 0 0 0

0 0 0 0

2
a,f f,s s,a s 1 1

± t
2 2 2 2

1 1 1 1

( )  ± 
( )  atan2 tan( )

 -  - 

x x a b
T

a b a b

  
 



 
 
 
  

,                                         

  (2) 

where ´+´ from the ´±´ signs refers to T+(λ), and ´-´ to T-(λ),  

t t s s s t=  2 π Δ d / , = exp (- 4 π d / ) , = exp (- 4 π d / ) ,n x k x k     

( )
0 0 0 0 0 0 0 0 0 0 0 0

22 2 2 2 2 -1 2
1 a,f s,a s f,s a,f s,a s 1 a,f f,s s,a s,a s,a s = 1 - ( )  + (  - ) ,  = 2 ,a xx x x b x x         −  

0 0 0 0 0 0

s s s
a,f f,s s,a a,f f,s s,a

s s s s

2 - -12 2 -1
= , = , = , = ,  = ,  =

+1 + +1 +1 + +1

n n n nn n

n n n n n n n n
       . 

The interference fringes equation is:    
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where ´i´ is a positive integer showing the number of the ´i-th´ extremum of Tsm(λ) counted from 1 closest from the higher 

wavelengths end, and m[λt(i)] is the interference order number of this extremum. 
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Eqs. (2,3) have been derived assuming n2(λ) > ns
2(λ) >> k2(λ) and ns

2(λ) >> ks
2(λ)  [10,11], as these relationships are 

commonly satisfied, in the UV/VIS/NIR spectral region, for a thin dielectric or semiconductor film with d = [300,5000] 

nm on a glass substrate [2]. Besides, it follows from Eq. (3) that the average film thickness can be approximated as 

[8,10,11]: 
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The main part from the OEM algorithm from [11] for characterization of a thin film on a glass substrate is shown in Fig. 

2. The subscript ´c´ in Fig. 2 and the rest of this paper represents final computed values by the OEM. 

 

 

Figure 2. The main part from the OEM algorithm for computation of the average thickness d, the non-uniformity Δd, and 

the refractive index n(λt) of the characterized thin film [11]. 
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Unlike the FEM and IEM, the OEM selects optimized values of d and ∆d. In the OEM, this optimization is achieved by 

minimization of the value of error metric (ERM) related to the film thickness or the interference order numbers of the 

extrema in Tsm(λ). It has been demonstrated in [11] that the OEM provides more accurate film characterization compared 

to the FEM and IEM.  

Besides, two rf magnetron sputtered a-Si thin films with dissimilar d have been characterized in [18] by the OEM from 

[11], the optimizing graphical method [19], the Tauc-Lorentz-Urbach model method [20], and the Cody-Lorentz-Urbach 

model method [21]. These four characterization methods have been chosen as most likely to provide accurate 

characterization of the two a-Si films. A comparison of the obtained results has demonstrated that the OEM has rendered 

most accurate characterization of the two a-Si films, among these four characterization methods [18]. It has also been 

indicated in [18] that the OEM has a capacity for providing most accurate characterization of almost every dielectric or 

semiconductor film with d = [300,5000] nm on a glass substrate, compared to all existing methods for characterization 

of such films only from T(λ). 

Nevertheless, there is no systematic study regarding the selection of the error metric ERM used at step A14 of the OEM 

algorithm from Fig. 2. To resolve this problem, in this paper is investigated and compared the performance of seven ERM 

candidates. The study uses four model films, representing wide classes of thin dielectric and semiconductor films, their 

respective model specimens and normal incidence transmittance spectra T(λ). 

 

1. An approach for selection of best ERM for the OEM 

To represent wide classes of thin films, four model specimens are considered, consisting of a model thin film on a 0.9 

mm thick Corning7059 glass substrate with known ns(λ) and ks(λ) [11]. Each of the four model films has a refractive 

index                                                     n(λ[nm]) = 3×105/λ2 + 2.6, an average thickness of d = 1000 nm, and k0(λ[nm]) = 

[λ/(4π)]
6 21.5 10 /( 8)10  −  is used for introduction of the extinction coefficient of the film. These n(λ) and k0(λ) are 

typical values for a-Si:H film [8]. The extinction coefficient and the thickness non-uniformity of the model film, from 

each of the model specimens 1 to 4, are:  
 

Model film 1: k(λ) = k0(λ) and Δd = 3 nm. These characteristics represent a class of quasi-uniform films with a wide 

spectral region of quasi-transparency. 

Model film 2: k(λ) = k0(λ) and Δd = 30 nm. These data represent a class of non-uniform films with a wide quasi-

transparency region. 

Model film 3: k(λ) = k0(λ) + 0.01 and Δd = 3 nm. These data represent a class of quasi-uniform films without a quasi-

transparency region. 

Model film 4: k(λ) = k0(λ) + 0.01 and Δd = 30 nm. These data represent a class of non-uniform films without a quasi-

transparency region. 
 

    
Figure 3. Simulated transmittance spectrum T(λ) with envelopes T+(λ) and T-(λ) for the four model specimens, and the 

substrate absorbance xs(λ). (a) for the specimens 1 and 2, as the film has a wide quasi-transparency region. (b) for the 

specimens 3 and 4, as the film does not have a quasi-transparency region.   
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The transmittance spectrum T(λ) is simulated by adding 0.1% white noise to transmittance spectrum T0(λ), obtained from 

Eq. (1), for each of the model specimens. Such noise is typical for measurement of the transmittance through a high 

refractive index material [22]. The envelopes T+(λ) and T-(λ) of Tsm(λ) are computed by using the algorithm from [23], 

accounting for the substrate absorption. T(λ),  T+(λ) and T-(λ) of the four model specimens are shown in Fig. 3.       

It is seen from Fig. 3 that the interference pattern of T(λ) has different appearance for the four model specimens. 

Correspondingly, it is possible to classify a particular film into one of the four film classes, represented by the model 

films 1 to 4, only by observation of the appearance of the interference pattern of T(λ).  

During a particular OEM characterization of a model film, from its respective T(λ), each one of the following ERMs 

would be employed at step A14 of the OEM algorithm: 
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In Eq. (5), the subscript ´a´ represents an averaged value,  
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 , the symbol ‘RE’ means relative 

error, ‘RMSЕ’ – root mean square error, ‘SD’ – standard deviation, and ‘TRRSE’ – total relative root square error.  ERM 

number j from 1 to 7 is ascribed to each of the ERMs from Eq. (5). 

 

The execution of the steps A1 to A17 from the OEM algorithm provides computed values dc, ∆dc, and m1c of their 

respective true values d, ∆d, and m1; by finding the global minimum of a particular ERM using all credible sets 

(Δd,N1,N2). Therefore, seven different sets of dc, ∆dc, m1c corresponding to each one of the seven ERMs from Eq. (5) can 

be computed in just one film characterization by the OEM algorithm.  

 

The computed values nc(λt) of n(λt) are obtained, from Eq. (3) at step A18 from the OEM algorithm, by substituting dc as 

the average film thickness and mc(λt) as the integer or half-integer order numbers. Besides, the computed values kc(λt) of 

k(λt) can be determined by solving Eq. (1) or Eq.(2), employing dc, ∆dc, and nc(λt) [11].  

Furthermore, a smaller deviation of dc from d,  and/or of ∆dc from ∆d corresponds to more accurate characterization of 

the film. In this regard, the following figures of merit (FOM) can represent the standard deviations of dc from d,  and/or 

of ∆dc from ∆d: 
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for a variable number N of film characterizations by the OEM, each of them using one of the ERMs from Eq. (5). In Eq. 

(6), ‘TSD’ means total standard deviation, and the root mean square deviation ‘RMSD’ represents the averaged deviation 

of dc for the ERM with number j from the respective dc for the ERM with number 5, i.e. for SD(d2,d2a)/N2. Therefore, the 

ERM from Eq. (5) rendering smallest values of FOMs from Eq. (6) can be selected as best ERM for accurate film 

characterizations by the OEM. 

 

II.COMPUTED RESULTS 

With respect to the third paragraph from Section two, one of two different 0.1% white noises with spectra WN1(λ) and 

WN2(λ) is added to T0(λ) from Eq. (1), thus providing two slightly different T(λ) for each model specimen, to account for 

possible influence of the white noise on the computed film characteristics. Furthermore, erroneous determination of some 

tangency wavelengths λt(i) causes inaccuracy in the film characterization by any version of the EM [8,10,11]. To assess 

such inaccuracy, an independent OEM characterization is performed by employing the wavelengths λextr(i) of the extrema 

of the smoothed interference pattern, instead of λt(i), for every T(λ).  

Sixteen computed pairs (∆dc,dc) (4 model specimens × 2  white noises × 2 wavelength sets λt and λextr) were derived from 

the OEM characterizations, for each of the seven ERMs from Eq. (5). These computed data are used for calculation of 

the four FOMs from Eq. (6). Such FOMs data are presented in grouped bar charts, as each chart includes seven ERM 

number groups representing the seven ERMs with numbers introduced in Eq. (5). 

Two grouped bar charts for SD(Δdc,Δd) are shown in Fig. 4. The height of each of the rectangles from Fig. 4 represents 

SD(Δdc,Δd) calculated from Eq. (6) for N = 2 data of Δdc computed for WN1(λ) and WN2(λ), respectively.  

 

 
 

Figure 4. Grouped bar charts for SD(Δdc,Δd). The four differently coloured rectangles corresponding to a given ERM 

number group refer to the four model films. a) for the wavelengths set λt(i). b) for the wavelengths set λextr(i).  

 

(6) 
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To investigate the influence of the different ERMs on the accuracy of computation of the average film thickness, two 

grouped bar charts for SD(dc,d) are exhibited in Fig. 5. The height of each of the rectangles from Fig. 5 represents 

SD(dc,d), derived from Eq. (6), for N = 2 data of dc computed for WN1(λ) and WN2(λ).  

 

 

Figure 5. Grouped bar charts for SD(dc,d). The four differently coloured rectangles corresponding to a given ERM 

number group refer to the four model films. a) for the wavelengths set λt(i). b) for the wavelengths set λextr(i).  

 

Fig 6 consists of two grouped bar charts for ТSD(Δdc,Δd,dc,d). The height of each of the rectangles from Fig. 5 represents 

ТSD(Δdc,Δd,dc,d), from Eq. (6), for N = 2 pairs (∆dc,dc) obtained for WN1(λ) and WN2(λ), respectively.  

  

 
Figure 6. Grouped bar charts for ТSD(Δdc,Δd,dc,d). The four differently coloured rectangles of a given ERM number 

group correspond to the four model films. a) for the wavelengths set λt(i). b) for the wavelengths set λextr(i). 
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Another two grouped bar charts for SD(dc,d) are shown in Fig. 7. The height of each of the rectangles from Fig. 7 

represents SD(dc,d) for N = 4 data of dc computed for the four model films. 

 

 

Figure 7. Grouped bar charts for SD(dc,d). The two differently coloured rectangles corresponding to a given ERM number 

group refer to the white noises with spectra WN1(λ) and WN2(λ). a) for the wavelengths set λt(i). b) for the wavelengths 

set λextr(i).  

 

Grouped bar charts for SD(Δdc,Δd) and SD(dc,d) are also presented in Fig. 8 for understanding the influence of the 

different ERMs on the accuracy of computation of each one of Δdc and dc, disregarding the optical characteristics of the 

thin film. The height of each of the rectangles from Fig. 8 represents FOM for N = 16 data of Δdc or dc, computed for the 

four model films combined with the two 0.1% white noise spectra WN1(λ) and WN2(λ), and the two wavelength sets λt 

and λextr.  
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Figure 8. a) Grouped bar charts for SD(Δdc,Δd). b) Grouped bar chart for SD(dc,d). Each rectangle corresponding to a 

given ERM number group refers to the four model films combined with the white noise spectra WN1(λ) and WN2(λ), and 

the wavelength sets λt and λextr. 

 

Two bar charts RMSD(dcj,dc5) are shown in Fig. 9. The height of each of the rectangles from Fig. 9 represents 

RMSD(dcj,dc5), calculated from Eq. (6), for N = 2 pairs (dcj,dc5) computed for WN1(λ) and WN2(λ), respectively. 

 

 

Figure 9. Grouped bar charts for RMSD(dcj,dc5). The four differently coloured rectangles of a given ERM number group 

correspond to the four model films. a) for the wavelengths set λt(i). b) for the wavelengths set λextr(i).   

 

III.DISCUSSION 

 

A common feature of all EMs is that they compute the thickness characteristics of the film first, followed by computation 

of its n(λ), as k(λ) is computed last [8,10,11]. Therefore, accurate computation of Δd and d is needed for accurate 

computation of both n(λ) and k(λ) of a film characterized by the OEM. Besides, more accurate OEM characterization of 

Δd and d of a film is represented by smaller FOMs from Eq. (6), which is also used for the preparation of the grouped 

bar charts from Figs. 4-9. Therefore, an analysis of these grouped bar charts can be employed for selection of ERM, to 

be used at step A14 of the OEM algorithm from Fig. 2, for increasing the accuracy of film characterization by the OEM.  

Correspondingly, ERM providing more accurate computed film thickness non-uniformity Δdc corresponds to a smaller 

rectangle, with the colour representing the film class, in the grouped bar chart for SD(Δdc,Δd) from Fig.4. Similarly, 

ERM providing more accurate computed average film thickness d corresponds to a smaller rectangle, with the colour 

representing the film class, in the grouped bar chart for SD(dc,d) from Fig.5. 

Furthermore, studying grouped bar charts from Section 3 allows drawing conclusions about the influence of factors 

related to the computation of the envelopes T+(λ) and T-(λ) of Tsm(λ) on the accuracy of film characterization by the OEM. 

In this respect, a comparison of a chart (a) with its respective chart (b) from Figs. 4, 5, 6, 8 shows that computing the 

envelopes using the set λt leads to significantly more accurate OEM characterization than using the set λextr. This result is 

in accordance with similar results for the other EMs [8,10] indicating that T+(λ) and T-(λ) should be computed to touch 

the smoothed spectrum Tsm(λ) at its tangency wavelengths λt(i) rather than at its extrema wavelengths λextr(i). In this 

respect, the use of the set λextr in this study is regarded as representing erroneous computation of the envelopes of Tsm(λ).    

It is therefore concluded from the bar charts for SD(Δdc,Δd) from Figs 4 and 8a that relatively accurate computed 

thickness non-uniformity Δdc can be obtained by using the ERMs with numbers 3, 4, and 5; i.e. RMSЕ(mi,me)/N2, 

SD(d2,d2a), and SD(d2,d2a)/N2. Besides, a comparison of the data from Figs. 4a and 4b indicate that largest inaccuracies 
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of Δdc, due to erroneous computation of the envelopes, occur for the model specimen 1 representing non-uniform films 

with a wide region of quasi-transparency. It is also established from Figs. 4a and 4b that most accurate Δdc of quasi-

uniform films without a quasi-transparency region is computed by using the ERM with number 4, i.e. SD(d2,d2a).  

Moreover, the bar charts for SD(dc,d) from Figs 5 and 8b show that most accurate computed average film thickness dc 

should be obtained by using RMSЕ(mi,me)/N2, SD(d2,d2a), or SD(d2,d2a)/N2 at step A41 of the OEM. Besides, the data 

from Fig. 5b demonstrate that significant inaccuracy of dc occur for quasi-uniform films with quasi-transparency region 

as a result of erroneous computation of the envelopes. However, the accuracy of dc should be very high when both 

SD(d2,d2a)/N2 is used in the OEM and the envelopes are computed precisely, according to data from Fig. 5a, independently 

from the class of the film. 

Importantly, n(λ) is computed by using Eq. (3), which contains d and does not contain Δd, in all EMs accounting for the 

non-uniformity of the film including the OEM [10,11]. Therefore, accurate nc(λt) requires accurate dc, and does not 

require explicitly accurate Δdc. In this regard, the bar charts from Fig. 9 are compiled taking into account the need for 

accurate dc in order to compute accurately n(λ) and k(λ), as well as the provision of accurate dc by using SD(d2,d2a)/N2 in 

the OEM, independently from the class of the film. The data from Fig. 9 indicate that an accurate film characterization 

should lead to close to each other dc computed by using SD(d2,d2a)/N2 and RMSЕ(mi,me)/N2 in the OEM, for all film 

classes except for non-uniform films without quasi-transparency region, when the envelopes are accurate. It is also seen 

from Fig. 9 that an accurate characterization should lead to close to each other dc computed by using SD(d2,d2a)/N2 and 

SD(d2,d2a) in the OEM, for all film classes except for non-uniform films with quasi-transparency region, when the 

envelopes are accurate. 

With respect to the typical 0.1% white noise in T(λ), the bar charts from Fig. 7 indicate that the spectrum of this noise 

does not influence notably the accuracy of computation of dc for any of the error metrics RMSЕ(mi,me)/N2, SD(d2,d2a), 

and SD(d2,d2a)/N2 used in the OEM. 

Notably, accurate computation of k(λ) in the OEM requires accurate computation of both d and Δd. However, most 

accurate values of dc and Δdc might be computed by using two different ERMs chosen amongst RMSЕ(mi,me)/N2, 

SD(d2,d2a), and SD(d2,d2a)/N2. For a given specimen, the selection of these two ERMs should be based on using the 

grouped bar charts from Figs. 4-9 and the above discussions; taking into account the appearance of T(λ), determined by 

the class of the film, and the quality of the envelopes of T(λ). 

 

IV.CONCLUSIONS 

An approach is presented for selection of the error metric ERM in the optimizing envelope method for characterization 

of a thin film on a glass substrate specimen only from its normal incidence interference transmittance spectrum T(λ). The 

selected ERM should be RMSЕ(mi,me)/N2, SD(d2,d2a), or SD(d2,d2a)/N2, depending on the appearance of the interference 

pattern of T(λ) and the accuracy of computation of its envelopes. Different ERMs can be used in the computations of the 

average thickness and the thickness non-uniformity of the film. The proposed approach allows further increasing the 

accuracy of characterization of thin dielectric and semiconductor films with average thickness of [300,5000] nm by the 

OEM. 
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