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Abstract: Nowadays policy driven networks has received more attention due to the popularity of software defined 

networks by a software-based, network-aware controller have replaced manual configuration of multiple an automated 

approach where a software-based, network-aware controller handles the configuration of all network devices. Software 

applications running on top of the network controller provide an abstraction of the topology and facilitate the task of  

operating the network. We propose OpenSec, an OpenFlow-based security framework which allows a network security 

operator to create and implement security policies written in human-readable language. Using OpenSec, the user can 

describe a flow in terms of OpenFlow matching fields, define which security services are to be applied to that flow 

such as deep packet inspection, intrusion detection, spam detection, etc and specify security levels that defines how 

OpenSec  will react  if malicious traffic is detected in the system. In this paper, we have  provided details about how 

OpenSec converts security policies into a series of OpenFlow messages which are needed or required to implement 

such a policy. Then, we describe how the framework will automatically reacts to  the security alerts that are specified 

by the policies. After doing this,, we  will perform experiments on the GENI testbed to evaluate the scalability of the 

proposed framework using existing datasets of campus networks. Our results will show that up to 95% of attacks in an 

existing data set can be detected and 99% of malicious source nodes can be blocked automatically. Further, we  will 

show that our policy specification language is simpler while offering fast translation times compared to existing 

solutions. 
 

Index terms: Software Defined Networking, OpenFlow, Network Security, Policy-based Network Management, 

Policy Specification. 

 

I. INTRODUCTION 
 

In SDN, the complexity of the network shifts towards the controller and brings simplicity and abstraction to the 

network operator. As we move away from manual configuration at each device, we get closer to automated 

implementation of network policies and rules. SDN decouples the control plane from the data plane and migrates the 

former to a logically centralized software-based network controller. More complex network-control applications can 

thus be implemented at the controller and exploit the fact that they are network-aware due to the centralized nature of 

the control plane. OpenFlow [6] is a protocol that standardizes how an SDN controller communicates with the network 

devices. An OpenFlow-compliant switch exposes to the controller an abstraction of its flow table and allows the 

controller to manipulate it by   inserting, modifying or deleting rules in the table. Using OpenFlow, an application 

running on the network controller can thus control how one or more layer 2 switches forward incoming packets. We 

propose OpenSec, an OpenFlow-based network security framework that allows campus operators to implement security 

policies across the network. To motivate this work, suppose a campus operator needs to mirror incoming web traffic to 

an intrusion detection system (IDS) and e-mail traffic to a spyware detection device. Our goal is to leverage SDN to 

allow the operator to write a high-level policy to achieve this, instead of having to manually configure each device. 

Furthermore, suppose the IDS detects malicious traffic and the sender needs to be blocked from accessing the network. 

Instead of having the operator configure the edge router to manually disable access to the source, we are interested in 

blocking the sender automatically. Because OpenSec provides an abstraction of the network, the operators can focus on 

specifying simple and humanreadable security policies, instead of on configuring all the devices to achieve the desired 

security. OpenSec consists of a software layer running on top of the network controller, as well as multiple external 

devices that perform security services such as firewall, intrusion detection system (IDS), encryption, spam detection, 

deep packet inspection (DPI) and others and report the results to the controller. The main goal of OpenSec is to allow 

network operators to describe security policies for specific flows. The policies include a description of the flow, a list 

of security services that apply to the flow and how to react in case malicious content is found. The reaction can be to 

alert only, or to quarantine traffic or even block all packets. 

 

II.REVIEW OF LITERATURE 
 

Our work is related to security policies that uses human readable language and uses it to implement them throughout 

the underlying networks. Next we evaluate the performance of OpenSec in implementing policies and reacting to 

security alerts. We also demonstrate the benefits of automated blocking, as well as the advantages of moving 
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middleboxes away from the main datapath and intelligently mirroring traffic using OpenSec. Next, we also measured 

the time needed to check for conflicts when a new policy is implemented.  Although the check time increases linearly, 

it remains in the order of a few milliseconds. Furthermore, it is unlikely that such a large number of policies will be 

implemented on a campus network .However, this shows that OpenSec scales well. 

 

A. Procera 

The main advantage of OpenSec with respect to Procera is simplicity. We showed in Table VI how OpenSec’s syntax 

is simpler than Procera’s to deploy a Science DMZ. Also, the fact that OpenSec does not expose switch events to the 

enduser simplifies the network administration. We do not provide a quantitative comparison because no comparable 

numerical results are provided in Voelli et al. [7]. 

 

B. CloudWatcher 

Next, we compared the time needed by OpenSec to translate policies into OpenFlow messages with the results achieved 

by CloudWatcher.  The experiment consists of translating 50 different random policies. Because CloudWatcher 

evaluates multiple algorithms, a range of time is given. In all cases, OpenSec achieves a faster time because we do not 

consider routing in our proposed solution. However, we do note that times for both solutions are similar.  

 

C. Fresco 

It compares the time needed to implement the network rules using only one controller, Fresco or OpenSec.The results 

show that OpenSec needs less time to parse the policy and push rules into the switches. The experimentconsists of 

implementing 50 different policies with random 

 

III.PROBLEM STATEMENT 

 

Software applications running on top of the network controller provide an abstraction of the topology and facilitate the 

task of operating the network. We propose OpenSec, an OpenFlow-based security framework that allows a network 

security operator to create and implement security policies written in human-readable language. Using OpenSec, the 

user can describe a flow in terms of OpenFlow matching  fields, define which security services must be applied to that 

flow  that includes deep packet inspection, intrusion detection, spam detection, etc. and specify security levels that 

define how OpenSec reacts if malicious traffic is detected. In this paper, we first provide a more detailed explanation of 

how OpenSec converts security policies into a series of OpenFlow messages needed to implement such a policy. 

Second, we describe how the framework automatically reacts to security alerts as specified by the policies. Third, we  

will perform additional experiments on the GENI testbed to evaluate the scalability of the proposed framework using 

existing datasets of campus networks. Our results will show that up to 95% of attacks in an existing data set can be 

detected and 99% of malicious source nodes can be blocked automatically. Further, we will show that our policy 

specification language is simpler while offering fast translation times compared to existing solutions. 

 

IV.CONCLUSION 

 

In this paper we propose OpenSec, an OpenFlow-based framework that allows network operators to describe security 

policies using human-readable language and to implement them across the network. OpenSec acts as a virtual layer 

between the user and the complexity of the OpenFlow controller and automatically converts security policies into a set 

of rules that are pushed into network devices. OpenSec also allows network operators to specify how to automatically 

react when malicious traffic is detected. OpenSec allows for automated reaction to security alerts based on pre-defined 

network policies. By doing so, it contributes to hiding the complexity of the network to security operators, who only 

need to focus on defining the policies. This shows several advantages of OpenSec. First, moving the analysis of traffic 

away from the controller and into the processing units makes our framework more scalable. Even when the load is 

high, the controller is not a bottleneck. Second, OpenSec is a first step towards moving the security controls away from 

the core of the network. This is a key requirement in a network that leverages Cloud security, for example. Instead of 

controlling every device, the local network just sends data to the cloud and reacts based on the alerts received by the 

cloud service provider. After this OpenSec will fit  in scenarios that require mirroring of traffic in order to monitor 

devices. 
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