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Abstract: This paper presents the implementation of a drowsiness detection system using Computer Vision and IoT. The 

aim is to present an adaptive system that monitors the driver's face and detects when a driver is displaying drowsy signs 

based on a preset threshold level. This was achieved using algorithms compiled from OpenCV and Dlib libraries, 

implemented on a Raspberry Pi using Python codes. The implemented system was tested in real-life scenarios and the 

result showed a drowsy detection accuracy of 90%.  
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1. INTRODUCTION 

 

Driver drowsiness has been the main cause of countless road accidents and this could be due to tiredness, tedious road 

condition, and unfavorable climate situations (Vural, 2007). As is evident from daily newspapers, news, and social media, 

accidents are becoming a common trend today. Every year an average of 12,077 road accidents occurs, resulting in about 

75400 fatalities (FRSC,2015)These fatalities could include the death of loved ones, such as spouses and wives children, 

parents, loss of properties, among other things that are negatively affected. Drowsy driving, reckless driving, inattention 

while driving, lack of proper driving skills, driving too fast, bad roads, system failure on the vehicle, and poor 

physiological condition have been recognized as some of the causes of road accidents. 

Over the years there have been different methods employed to tackle the causes of accidents. These involve the use of 

administrative procedures such as compulsory use of driver's license for all drivers to ensure that drivers are well trained 

and licensed, the use of speed control signs (maximum speed limit for various routes), the use of federal road safety 

commission to ensure compliance with safety rules, motor traffic division among other safety regulations. Some other 

measures involve applying technological means such as automated brake control system and cruise control system, speed 

monitor, lane departure warning system among others. Although these measures have achieved success, the rate at which 

accidents occur incrementally each year reveals that these traditional measures are just not sufficient, therefore there is a 

need for a system that yields better results. As a result accident prevention and control systems have attracted much 

research interest recently, intending to propose a one-time solution. According to (Eoh et al, 2005; Daza et al,2011; Dong 

et al, 2011) the poor physiological state of the driver, causes the majority of these incidents resulting in over 20% of all 

car-related accidents.  

Drowsy driving is a state where one experiences loss of concentration and focus during driving (Gwak et al, 2018). When 

a driver is drowsy he experiences attributes such as constant yawing, too much consecutive eye blinking, drooping head, 

microsleep among other fatigue behaviors while driving. These behaviors are very dangerous if allowed to progress 

because within seconds accidents can occur and destroy lots of lives and properties. 

There are generally three broad categories of drowsy driver detection approaches under which all techniques fall.  They 

are the physiological approach (Hulnhagen,2010) vehicle-based approach (Keyong et al, 2015), and behavioral approach. 

The approaches have recorded a level of success in trying to solve the problem of drowsiness, however physiological 

approach (Hulnhagen,2010) is quite invasive and therefore suffers from complexity and interferes with the driving 

process when installed, as the system is attached to the driver’s body to collect data for processing. The vehicle-based 

approach (Keyong et al, 2015), on the other hand, is meant to respond based on linearity therefore, it has a high rate of 

false alarms. However various factors other than drowsiness, like bad roads, potholes, etc. can induce nonlinearity on the 

vehicle. Recent research works aimed at solving the problem of driver drowsiness are based on the behavioral approach 

(Barr et al, No Date). Behavioral methods employ various techniques like image processing and the use of artificial 

intelligence. These techniques use real-time images from the drowsy driver dataset to process and predict driver behavior, 

and if drowsiness is sensed, the system sends a predefined alert. Image processing technique such as color-based 

approach; segmentation and others examined in (Kumar and Patra, 2018) suffers low performance as a result of lack of 

intelligence. Hence a better and improved system is proposed with a data-gathering system that collects quality data from 

the driver and feeds it to the processing center of the system. The processing center used for the proposed system is a 

Raspberry pi where image processing using OpenCV will be performed. To achieve this improved quality data collection, 
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computer vision will be used, while algorithms from pre-trained faces will be used for feature extraction after a face has 

been detected. OpenCV will be used for real-time face detection, Dlib’s pre-trained facial landmark detector will also be 

used as a complementary library to OpenCV for face recognition and feature extraction. The eye aspect ratio (EAR) is 

then computed [12] and used to take any action based on the comparison between predefined values and upcoming values 

of the EAR.   

The objectives of the work are to carry out face detection and feature extraction from a video stream using OpenCV and 

Dlib’s pre-trained facial landmark detector, compute the EAR of the extracted feature ( the eyes) to determine if the 

driver is sleeping, and evaluate the performance of the prototype using real-life scenarios. 

 

2. MATERIALS AND METHODS 

 

The proposed system is prototype hardware that will be installed in a vehicle to monitor and analyze the different facial 

attributes of the driver, with the eyes being the main region of interest to study the state of the driver. Eyeblink is the 

main focus in detecting the drowsiness of the driver. When the device is turned on, the camera captures a stream of video 

from which a driver’s face is to be detected. Open CV algorithms are used to detect faces in the real-time video stream 

being collected by the camera. If a face is detected, Dlib’s pre-trained facial landmark detector is used to localize facial 

features and make predictions. The model of the facial landmark localization is presented in equation 1. From equation 

1 it was discovered that the eyes aspect ratio(EAR) is approximately constant with wide ajar eyes, and will fall quickly 

to zero when a blink happens. After the eyes aspect ratio has been computed to determine if the eye is closed, the eye 

aspect ratio (EAR) threshold can be experimentally determined as illustrated in figure 1. 

EAR =
||P2−P6 ||+||P3−P5||

2 ||P1−P4||
                   Equation 1 

Where p1, … … p6, are 2D landmark locations as depicted in figure 2 

 

 
Figure 1: Flow diagram of the Proposed System 

 

The threshold value of an EAR was set at 0.30 for 5 consecutive frames. The number of video frames of the driver’s 

closed eyes is represented by a threshold value of a drowsy eye blink sample. If the determined EAR falls below this pre-

determined doorstep, the number of frames for which the driver’s eyes are closed is counted. If the consecutive number 

of frames in which the driver have had their eyes closed exceeds the preset threshold number of 5 (indicating that the eye 

has been closed for a sufficiently long time, an alarm will be sounded which will jerk up the driver and also send an alert 

to an authorized account on a messaging application. 

The described modules work properly through Raspberry Pi model B which is programmed in Python programming 

language. Python is used because it is the native programming language of Linux which is the host operating system used 

for this work. It also has very rich libraries for image processing and machine learning. It is relatively easier to code with 

Python and maintain the code. The command to carry out the IoT notification of the sleepy driver is also embedded in 

the python codes. If the consecutive counting frames increase above the range of the threshold value set for the limit at 

which the eyes can be closed, then drowsiness of the driver is detected.  
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Figure 2: Important coordinates/eye landmarks used to determine EAR. 

 

A. System Operation 

The flowchart in figure 3 shows the operation of the prototype hardware. If the camera is properly connected, system 

initialization takes place to ensure that the Raspberry Pi is connected to the internet and also to the registered Telegram 

account. The system then captures a video stream and scans it for the presence of a human face. If no face is found it 

repeats the process of capturing a video and scanning for a face till a face is found. Data containing different drowsy 

behaviors are captured and sent to the Raspberry Pi for processing. The video data is composed of image frames 

synchronized in 30 frames per second. When a face is found it scans it for the Eye Aspect Ratio (EAR) and checks if the 

EAR is below a pre-set threshold level. If it is above it continues scanning for the EAR until it becomes lower than the 

threshold value for more than 5 consecutive frames, then it can go ahead to sound an alarm warning, captures the image 

of the sleepy driver, and sends it to a dedicated telegram account as long as the internet is still connected. 

 

 
 

Figure 3: System Operation 
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3. RESULTS AND DISCUSSION 

 

The  Raspberry Pi was integrated with the camera,  internet dongle, Infra-red light, speakers, and remote telegram account. 

The program for the Raspberry pi was written with a python script. Figures 4 and 5, show the implemented hardware 

design. 

 
Figure 4: Assembled Prototype 

 

 
Figure 5: Coupled Prototype 

 

The hardware prototype was installed on a Ford Edge as shown in figure 6. As shown in figure 6 the camera is positioned 

on the rearview mirror to take the user’s behavior on the go and part of the hardware is placed in a temporal make-shift 

space in the car.  

 
Figure 6: Prototype hardware installation 
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The performance of the hardware was then tested with different behaviors and the results are shown in Table 1. This test 

was done with the driver sleeping for different durations. This was done ten times and had 1 false negative. For the true 

positive results an alarm sounded and the warning “WAKE UP” is voiced out. The results are as arranged in table 1. 

From table 1, it is seen that out of 10 tests carried out 1 wasn’t able to detect drowsiness/drowsy conditions thereby 

keeping the accuracy of the system at 90%.  

Table 4.3: Results of the Prototype Hardware Testing 

Driver with different 

Driving Behaviors 

 

Alarm Telegram 

Picture 

1 Yes Yes 

2 Yes Yes 

3 Yes Yes 

4 Yes Yes 

5 Yes Yes 

6 Yes Yes 

7 No No 

8 Yes Yes 

9 Yes Yes 

10 Yes Yes 

 

In addition to the wake-up alert, images of the drowsy driver are taken and sent to a designated Telegram account (a 

messaging app) which serves as the admin or control terminal to serve as feedback and to monitor the driver’s state. 

Some images of the driver at different EARs and driving behaviors are shown in figures 7 and 8. Figure 9. Shows an alert 

notification that was taken by the system and sent to the telegram account. 

 

 
Figure 7: Driver Image captured by the system with an EAR: 0.24 

 

 
Figure 8: Driver Image captured by the system with an EAR= 0.27 
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Figure 9: Alert notification received on telegram messaging app 

 

CONCLUSION 

 

This research has successfully developed a drowsiness detection system that monitors the state of the driver in real-time 

and gives an alert both as an alarm and a remote notification to a messaging app. A behavioral-based approach was 

adopted because the existing techniques based on psychological and vehicle-based methods are intrusive and unreliable. 

A hardware prototype to check the drowsiness of the driver and send a notification via IoT was developed. The system’s 

main components are the Raspberry Pi3 model B module, USB webcam camera used for real-time capturing of data that 

contains of a stream of video on which face detection is performed using OpenCV. Facial landmarks localization was 

performed using Dlib’s pre-trained facial landmark detector and then the localized facial landmark points were used to 

calculate EAR. If the calculated EAR value increases from the preset threshold, it means the eyes are still open and no 

change in the state of the system occurs. Similarly, if the EAR value falls below the threshold, then the system urgently 

alerts the driver using a voice note and a warning message containing an image of the sleeping is also sent to a telegram 

account driver that serves as admin/ the regulatory body of the organization. The system was tested and seen to have an 

accuracy of 90%. 
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