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Abstract:  Maxima a free and open-source software is regarded as a computer algebra system. In this paper, graphical 

problems are easily solved on the method of curve fitting from statistical methods and Time Series Analysis using this 

software. It is one of the advanced methods which will be applicable for the problems on future prediction related to 

various fields for economic development and is definitely a new start for researchers in the field of statistics and other 

fields.  
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1. INTRODUCTION 

 

Curve fitting is the process of constructing a curve, or mathematical function, that has the best fit to a series of data points, 

possibly subject to constraints. Let us consider bivariate distribution (𝐱𝟏, 𝐲𝟏), (𝐱𝟐, 𝐲𝟐), … … . (𝐱𝐧, 𝐲𝐧) of n pairs of 

observations. Here x is independent variable and y is dependent variable . the method of finding the suitable relationship 

between the random variables for the given data in the form 𝐲 = 𝐟(𝐱) is called curve fitting. In pair of observations, the 

values of y are given values. Using the functional relationship, obtained 𝐟(𝐱) values are called estimated values of y. The 

error (or difference) between actual values of y and their estimated values of y, which is 𝐲 − 𝐟(𝐱) is called residual of y.   

 

Arranging the statistical data in chronological order i.e., according to the occurrence of time is called time series[2]. Time 

series analysis is a specific way of analyzing a sequence of data points collected over an interval of time. 

If we observe the definition and examples of time series, a mathematical relationship exists between the variable and time 

period. If we take time period as ‘t’ and variable by yt  

then, the mathematical functional relationship can be expressed as yt = f(t) . 

Let yt1, yt2, … … . . ytn are the values of the variable at time periods t1, t2, … … tn respectively , then time series may be 

written as  

 

                   

 

For 

example, yt may be considered as agricultural production or population or bank deposits or sales or profits or temperature 

etc., and t may be taken as years, months, weeks, days etc. 

Maxima  a Computer Algebra System (CAS) is a free and open source software and is applicable[3] for the steering of 

symbolic and numerical expressions, sets, lists, vectors, matrices, differentiation[4] and integration, Taylor series, Laplace 

transforms, ordinary differential equations, systems of linear equations, polynomials, statistics and tensors. It can plot 

functions and data in two and three dimensions. It even has a programming language that can be used to extend Maxima’s 

capabilities. Using this software the method of curve fitting from statistical methods [5,6]  and Time Series Analysis[1] 

can be easily solved. 

 

2. EXPERIMENTAL METHODS OR METHODOLOGY 

 

  Fit a second degree parabola for the following data 

x 0 1 2 3 6 

y 1 1.8 1.3 2.5 6.3 

 

Solution: Let the second degree parabola be 

y = a + bx + cx2 

Normal equations are  

       t t1 t2 .............. tn 

yt yt1 yt2 .............. ytn 
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∑ xiyi
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n
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3n
i=1             ..................(2)    
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2yi

n
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2n
i=1 + b ∑ xi

3n
i=1 + c ∑ xi

4n
i=1       ..................(3)  

 

 

From the normal equations  

                                                                  12.9 = 5a + 10b + 30c ……….(1) 

                                                           37.1 = 5a + 10b + 30c………...(2) 

                                                         130.3 = 30a + 100b + 354c. . . . . (3)  

By solving these equations , we get 

a = 1.42, b = −1.07, c = 0.55 

The best fit of parabola for the given data is 

𝐲 = 𝟏. 𝟒𝟐 − 𝟏. 𝟎𝟕𝐱 + 𝟎. 𝟓𝟓𝐱𝟐 

 

Program for the above calculations and graphical representation: 

kill(all)$d1:[0,1,2,3,4];d2:[1,1.8,1.3,2.5,6.3]; 

d3:d1^2;d4:d1^3;d5:d1^4;d6:d1*d2;d7:d3*d2;d:[d1,d2,d3,d4,d5,d6,d7]; 

s:[0,0,0,0,0,0,0]$n:length(d1)$m:7$ 

for j:1 thru m do(for i:1 thru n do(s[j]:s[j]+d[j][i]),disp(s[j]))$ 

e1:s[2]=n*a+s[1]*b+s[3]*c;e2:s[6]=s[1]*a+s[3]*b+s[4]*c;e3:s[7]=s[3]*a+s[4]*b+s[5]*c; 

s1:linsolve([e1, e2,e3], [a,b,c]);s2:float(s1);fpprintprec:5$e:y=a+b*x+c*x^2; 

wxplot2d([0.55*x^2-1.07*x+1.42], [x,-8,10]); 

 

Output: 

(%o1) [0,1,2,3,4](%o2)[1,1.8,1.3,2.5,6.3](%o3)[0,1,4,9,16](%o4)[0,1,8,27,64] 

(%o5) [0,1,16,81,256](%o6) [0,1.8,2.6,7.5,25.2](%o7)[0,1.8,5.2,22.5,100.8] 

(%o8) [[0,1,2,3,4],[1,1.8,1.3,2.5,6.3],[0,1,4,9,16],[0,1,8,27,64],[0,1,16,81,256], 

[0,1.8,2.6,7.5,25.2],[0,1.8,5.2,22.5,100.8]] 

10  12.9  30  100   354   37.1   130.3 

(%o13) 12.9=30*c+10*b+5*a (%o14)37.1=100*c+30*b+10*a 

(%o15) 130.3=354*c+100*b+30*a (%o16)[a=71/50,b=-107/100,c=11/20] 

(%o17) [a=1.42,b=-1.07,c=0.55] (%o19)y=c*x^2+b*x+a (%o20)y=0.55*x^2-1.07*x+1.42 

(%t21)  (Graphics) 
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0 1 0 0 0 0 0 

1 1.8 1 1 1 1.8 1.8 

2 1.3 4 8 16 2.6 5.2 

3 2.5 9 27 81 7.5 22.5 
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Fig. 1. Fitting a second degree parabola 

 

3. RESULTS AND DISCUSSION 

 

3.1 Fit a straight line of the form 𝐲 = 𝐚 + 𝐛𝐱 to the following data 

Solution: 𝐲 = 𝟑. 𝟖 + (𝟐. 𝟔𝟕)𝐱 

Output: 

(%o1) [2,4,6,8,10,12] (%o2) [10,14,19,25,31,36] (%o3)[4,16,36,64,100,144] 

(%o4) [20,56,114,200,310,432](%o5)

 [[2,4,6,8,10,12],[10,14,19,25,31,36],[4,16,36,64,100,144],[20,56,114,200,310,432]] 

42 135  364  1132 (%o10)135=42*b+6*a (%o11)1132=364*b+42*a(%o12)[a=19/5,b=187/70] 

 (%o13)[a=3.8,b=2.6714](%o15)y=b*x+a(%o16)y=2.6714*x+3.8(%t17) (Graphics) 

 

.  

Fig. 2. Fitting a straight line 

 

3.2 Fit a trend line to the following data by the method of semi-averages. 

 

Solution: 

Since n=10 years, first we divide the data into two parts 1985-1989 and 1990-1994 by omitting the sales in 1995. 

Now, we calculate averages 

Year 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 

Sales (in lakhs) 68 72 75 77 82 78 80 85 90 94 
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Arithmetic Mean of first part=y1̅ =
374

5
 =74.8 

Arithmetic Mean of first part=y1̅ =
427

5
 =85.4 

These averages are plotted against the mid-values of the first part and second part respectively 

 

 
Fig. 3. Trend Analysis for 3.2 drawn roughly 

 

Output: 

(%o2)[[1985,68],[1986,72],[1987,75],[1988,77],[1989,82],[1990,78],[1991,80],[1992,85], 

[1993,90],[1994,94]]  (%o6) 74.8 (%o8) 85 .4 (%o9)10 (%o10) 2.12   (%o11) 2.12*(x-1987.0)+74.8 4.0*(x-1985.0)+68.0   

3.0*(x-1986.0)+72.0   2.0*(x-1987.0)+75.0   5.0*(x-1988.0)+77.0 

82.0-4.0*(x-1989.0)    2.0*(x-1990.0)+78.0   5.0*(x-1991.0)+80.0   5.0*(x-1992.0)+85.0 

4.0*(x-1993.0)+90.0   (%t14) (Graphics) 

 

 
Fig. 4. Trend Analysis for 3.2 using maxima program 

 

3.3 Fit a trend line to the following data by the method of semi-averages 

 

Year 1991 1992 1993 1994 1995 1996 1997 1998 1999 

Sales (in lakhs) 20 30 24 36 40 45 38 44 40 
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Fig. 4. Trend Analysis  for 3.3 drawn roughly 

 

Output: 

(%o2)[[1991,20],[1992,30],[1993,24],[1994,36],[1995,40],[1996,45],[1997,38],[1998,44], 

[1999,40]] (%o9)9 (%o10)57/20 (%o11)(57·(x-3985/2))/20+55/2 

10·(x-1991)+20    30-6·(x-1992)     12·(x-1993)+24     4·(x-1994)+36      5·(x-1995)+40 

45-7·(x-1996)       6·(x-1997)+38    44-4·(x-1998)  (%t14) (Graphics)  

 
 

Fig. 4. Trend Analysis for 3.3 using maxima program 

 

CONCLUSION 

 

   Curve fitting is useful - to estimate the value of one variable corresponding to a specified value of other variable, in 

correlation and regression analysis. Time series is useful - in determining nature of variations in the data, to forecast or 

predict the behavior of phenomenon in future, for planning and execution of  business activities, decision making of 

various kind of government policies. Like Every software even Maxima has its own advantages and disadvantages, taking 

up the advantages as long as it supports the requirement, it’s the best  tool to know and implement. 
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