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Abstract: India has been ranked 5th in the list of countries with the highest non-Performing Assets. It implies India 

possesses more defaulters each year regarding the subject’s ability to repay their loans. Noticeably this is an alarming 

figure and with the rise of Bank frauds, figured at high as 100 Crore per day. With this as our motivation, we’ve decided 

to work on a problem that suitably allows us to identify whether or not a bank can engage in business with a client based 

on their previous history. Using ML techniques taught, our project aims at creating an efficient model where we can 

appropriately find the right set of metrics from a diverse group of features that help us in identifying whether a subject 

can repay their loan once taken. 
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INTRODUCTION 

The loan-providing companies find it hard to give loans to the people due to their insufficient or non-existent credit 

history. Because of that, some consumers use it to their advantage by becoming a defaulter. Suppose you work for a 

consumer finance company that specializes in lending various types of loans to urban customers. You have to use EDA 

to analyze the patterns present in the data. This will ensure that the applicants who are capable of repaying the loan are 

not rejected. 

When the company receives a loan application, the company has to decide on loan approval based on the applicant’s 

profile. Two types of risks are associated with the bank’s decision: 

● If the applicant is likely to repay the loan, then not approving the loan results in a loss of business for the company 

● If the applicant is not likely to repay the loan, i.e. they are likely to default, then approving the loan may lead to 

a financial loss for the company. 

This system aims to identify patterns that indicate if a client has difficulty paying their installments which may be used 

for taking actions such as denying the loan, reducing the amount of loan, lending (to risky applicants) at a higher interest 

rate, etc and ensure that probable loss to the bank is minimized in the process. 

 

1. Related Work: 

From the Paper 1,Paper 2 and Paper 3, we’ve been motivated to work on the problem of how most Banks’ digital adoption 

strategies have been injected into the most mundane tasks. With India’s worsening of its ranking in the most number of 

Non-Performing Assets cases, the cur- rent problem we are working on has been largely unexplored as most data about 

individuals is kept private within Banks. The most demanding result we’ve observed is that our model accounts for an 

ID’s previous application data and the subject’s current application data when applying for a Loan. The subject has deemed 

a loan depending on the credit history scores and various other factors 

 

2. Data-set and Evaluation 

2.1. Data-set Description 

The Dataset has been taken from Kaggle. The dataset is composed of two CSV files, application data.csv and previous 

application.csv. The application data.csv file has the Dimensionality of 307511 x 122 (rows x columns). It con- sists of 

122 features that give the applicant’s current status in need of a loan. It contains all the information of the client at the 

time of application. The data is also concerning whether a client has had payment difficulties. The 2nd file has the 

Dimensionality of 1670214 x 37 (rows x columns), containing information about the client’s previous loan data. It 

includes whether the previous application had been ap- proved, cancelled, refused, or unused. As a part of our interim 
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goals, we built a united dataset that accounted for both the application data and the previous application data of the clients. 

We obtained the client IDs with the help of the SK ID feature. We’ve merged both datasets into one. So our united dataset 

is only limited to those IDs that match both dataset 

 

2.2. Data Visualization 

From Fig 2 we infer that our data is extremely skewed. These 4pie chart represents the distribution of 4 features column 

with binary values. we can see that almost all of them are biased towards one value. The corresponding column names 

are: client by Gender, Client by contact type, client owning the car and client by contract type, that is cash loans vs 

revolving loans. From Fig 3, we observe that our data is not much linearly separable. From fig 4, it represents the 

correlation between each and every feature and how its related to each other. From fig 5, it represents the min and max 

values of some important feature, which would be used for standardization or normalisation purposes. From fig 6, we can 

see that how different perspective of amount variables related with each other for both class variables. From fig 7, we see 

that almost everyday peak hours achieved maximum around 2’o clock 

 
Fig.1 Principal Components vs Explained Variance Ratio 

 

 

Fig.2 Data distribution of binary valued features                              Fig.3 TSNE scatterplots of 20 features 
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            Fig.4 Correlation Matrix (Heat Map)                              Fig.5 Min-Max values of important Features 

 

Fig.6 Pair plot between amount variables                                                 Fig.7 Peak hours of week days 

 

 

.   

                       Fig.8 Features vs NaNcounts                                        Fig.9 PC vs Explained Variance Ratio 

 

 

2.3. Evaluation 

 

We have merged both CSV files and appropriately split training and testing sets in a 4:1 ratio. Since our dataset’s number of 

features has exceeded 100, we dropped some of the features that did not contribute much to the evaluation and have more null 

values than the data itself( see fig 8 ). Furthermore, we have applied dimensionality reduction and extracted only the necessary 

features using PCA (see fig 9 for best two principal components ). We calculated the ex- plained variance ratio for all features 

and extracted those that contribute more towards better model training(see fig 1). After PCA modelling of our united dataset, 

we are left with a dataset having the final dimension of 291057 rows against 44 features. From fig 10, we can compare 

the dis- tribution of class variable for unsampled and undersampled dataset. After undersampling our resultant data 

becomes 38040 x 44. 

 

https://iarjset.com/
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Fig.10 Unsampled vs Sampled Distribution 

 

 

                          Fig.11 Decision Tree depth vs AUC score                            Fig.12 Random Forest undersample ROC 

curve 

                              Fig.13 Guassian NB ROC-curve                                           Fig.14 Logisitic Regression c vs AUC 

score 

 

3. Methodology 

 

Regarding the fig 2 and 3, the dataset obtained after dimensionality reduction remains skewed, and it is not much linearly 

separable. We’ve applied both undersampling and oversampling by resampling with sampling strategy as ‘majority’ 

concerning undersampling and ‘minority’ concern- ing oversampling. Oversampling strategy creates duplicate or new 

synthetic examples in the minority class, whereas undersampling removes or merges examples from the majority class. 

We’ve correspondingly taken both the oversampling and undersampling cases respectively and tested the model’s 

efficiency in each scenario. The models we have used are as follows: 

 

3.1.  Decision Tree 

 

        To get the initial evaluation of the decision tree, we ap- plied it with a brute force implementation. We get the highest accuracy 

of 83 per cent on our unsampled data. From table 1, we see that precision, recall and f1 score getting improved in case of 

undersampling and oversampling against unsampled data and along with decreasing ac- curacy score, which was earlier higher 

owing to biases in the unsampled data. Thus, our model getting improved in both the cases of undersampled and oversampled with 

the undersampled data performing better than the oversampled data. Moving on, we used k- fold cross-validation to optimize the 

model and evaluated accuracy on each decision tree depth along with mean cross-validation accuracy. We can observe from fig 11 

that depth-5 Tree achieves the best mean cross-validation accuracy at 67. Moreover, we evaluated unsampled and sampled data on 

the decision tree with the best depth (that is 5). We observed test accuracy as 91.70 and training accuracy as 91.83 on our unsampled 

data. Finally, we used Grid search on the decision tree for finding the best parameters with fitting undersampled data. And after 

https://iarjset.com/
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getting the best parameter we applied a decision tree with the best parameters on each data and get the result as mentioned in table 

2 . It improved all evaluation scores for every data. And a maximum accuracy score in case of unsampled data up to 91 per cent. 

 

3.2.  Random Forest 

 

We first evaluated Random forest with default parameters on both sampled and unsampled data. We get a maxi- mum 

accuracy score of 91.71 for unsampled data, whereas a more excellent f1 score for under-sampling table 3. Furthermore, 

we used Grid cross-validation on our model with five-fold cross-validation. We get Table 4 as result after applying 

random forest with the best parameters obtained from grid search cross-validation. 

 

3.3. Gaussian NB 

 

Our intention behind implementing the Gaussian Naive Bayes model is that our data’s dimensions are very high, i.e 

beyond 100 features. From Table 5 we infer that without applying any feature tuning we’ve run the model for each of the 

3 cases. After implementing Grid Search CV Further we ap- plied Grid Search CV on our Gaussian NB model with KFold 

value = 10, our var smoothing value varies from np.logspace(0,-9, num=100). Our Grid Search CV model fits 10 folds 

for each of 100 candidates totalling 100 fits. We obtain the best parameters for var smoothing at a value of 0.6579. Further, 

beyond optimising our Gaussian NB model with the best parameter we obtain a scoring matrix for each of our 3 cases. 

 

3.4. Logistic Regression 

 

We first implemented simple logistic regression on un- sampled data, with and without penalty (L1 and L2). We get an 

accuracy score across every model same, which is 91.70 per cent (see Table 7). Further we applied Grid Search CV on 

our logistic regression model for optimising parameters. We used unsampled data with grid cross-search validation and 

the best value of c obtain is 0.1 as observed in fig 14. We have further used the best parameter to enhance the logis tic 

regression with OVO and OVR models. We calculated the metrics score on each sampled and unsampled data with and 

without penalty and get the following tables(table 8 and table 9) as result. 

 

4. Methodology 

 

4.1. Decision Tree 

 

        The values of all metrics have increased after applying grid search and using best parameters with it. we can see an increase 

in values of precision, F1 score, accuracy score and recall score compared to the model that we applied without using the best 

parameters. The Decision Tree achieves a maximum score as follows: precision score: 0.574 recall score: 0.573, F1 score: 0.572 

and accuracy score: 0.917.. 

 

4.2. Random Forest 

 

       We The values of all metrics have increased after applying grid search and using best parameters with it. we can see 

an increase in values of precision, F1 score, accuracy score and recall score compared to the model that we applied without 

using the best parameters(See fig 12 for Roc-curve for undersampled data). However, there is a greater increase in the 

accuracy score of undersampled and oversampled com- pared to the model without grid search. The Random Forest 

Model achieves a maximum score as follows: precision score: 0.811, recall score: 0.813, F1 score: 0.823 and accuracy 

score: 0.923. 

 

4.3. Gaussian NB 

 

From table Table 5, the precision score and F1 score are best for undersampled among all models (see fig 14 for ROC-

curve), while recall score is best for the unsampled model. This result can be predicted as our unsampled data is skewed. 

All scores do not vary much in undersampled and oversampled data. The same scenario can be seen in Table 6. However, 

the values of all scores are higher than the previous respective table. The accuracy of unsampled is quite large compared 

to undersampled and oversampled accuracy. It is because unsampled data is very biased in com- parison to undersampled 

and oversampled. The Gaussian Bayes Model score achieves a maximum score as follows: precision score: 0.599, recall 

score: 0.525, F1 score: 0.519 and accuracy score: 0.916. 

 

4.4. Logistic Regression 

https://iarjset.com/
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We The values of all metrics have increased after enhancement in the case of both OVO as well as OVR (see table 8 and 

table 9). we can see a large increase in values of precision, F1 score and recall score compared to the model that we 

applied without using the best parameters. The average score for these three evaluation metrics revolves around 0.49 

while in the case of OVO and OVR with enhancing best parameters, these values get around 74-79. The logistic regression 

Model achieves a maximum score as follows: precision score: 0.749, recall score: 0.769, F1 score: 0.759 and accuracy 

score: 0.939. 

 

 

 

Table.1 Metrics score on Decision Tree without tuning                      Table.2 Metrics score on Decision Tree  

                                                                                                                                    with best           parameters 

    

Table.3 Metrics score on Random Forest without               Table.4 Metrics score on Random Forest with best                              

tuning                                                                                                                    parameters 

 

 

  

Table.5 Metrics score on Guassian NB without tuning          Table.6 Metrics score on Guassian NB with best                                                                                                                                                                 
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parameters 

 

Table.7 Metrics score on Logistic Regression without  tuning 

 

  

 

Table.8 Metrics score on Logistic Regression                           Table.9 Metrics score on Logistic Regression  enhancing OVO                                                                        

enhancing OVR 

 

5. CONCLUSION 

 

       The values of all metrics irrespective of the algorithm being used have increased after applying grid search and using 

the best parameters with it as compared to the original data that we applied it to. In most cases, we can see an increase in 

values of the precision score, F1 score, accuracy score, and recall score compared to the model that we applied without 

using the best parameters. For logistic regression, the values of all metrics have increased after enhancement in the case 

of both OVO as well as OVR (see table 8  and table 9). We can see a large increase in values of precision, F1 score, and 

recall score compared to the model that we applied without using the best parameters. From the evaluation of all the 

models that were used, we concluded that the random forest model was the one that gave us the best result. The Random 

Forest t Model achieves a maximum score as follows: precision score: 0.811, recall score: 0.813, F1 score: 0.823, and 

accuracy score: 0.923. 
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