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Abstract: Traffic sign recognition (TSR) is a research branch in the field of unmanned driving, which is very important 

for without driver driving and is often used to read permanent or temporary road signs at the side of the road. Traffic sign 

detection (TSD) and traffic sign classification (TSC) constitute a complete recognition system. The paper mainly studies 

the traffic sign recognition. Traffic sign recognition is mostly applied to portable devices, so the size and detection speed 

of the model are important factors. Under the condition of ensuring the speed, the detection accuracy of the model is 

guaranteed. The accuracy of the model designed in this paper on the German traffic sign recognition benchmark (GTSRB) 

is 99.30%, the parameter size is only 1.3M, and the trained network model is 4.0M. The results of final experiment show 

that the network is valid for the classification of traffic signs. 
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INTRODUCTION 

 

Traffic sign recognition in intelligent driving systems such as automatic driving and assisted driving plays an important 

role. Road sign recognition methods are split up two categories: manual feature methods and deep learning methods. In 

the past, traditional recognition methods required manual labelling and feature extraction, such as specific colour 

recognition and other feature recognition methods, which greatly reduced the speed of system. Manual labelling is not 

only increased the workload, but also the accuracy rate was difficult to guarantee. Artificial feature learning methods 

generally use SVM and random forest, but this method is not easy to recognize for images with blurred features. 

For recent years, the rapid development of deep learning has changed detection method. The research of neural networks 

has gradually become a popular research field for researchers. The birth and rapid application of neural network can get 

rid of the laborious manual annotation, the constructed network can automatically extract the features of the input image. 

Especially for complex images, the network can get different features, and finally these features are used for 

target classification. Thanks to the development of deep learning, the recognition of traffic signs is also developing 

rapidly. For example, Bouti and others modified the LeNet network to achieve a good classification effect on the GSTRB 

dataset. Article uses hinge loss function and loss of function with a network neural network to achieve the recognition of 

traffic signs. Wu et al used the two branch networks to enhance the learning target classification capabilities, and the 

classification effect is better. 

The main work of this article is as follows: Section II briefly describes the components of the convolutional neural 

network (CNN) and their role in the network. Section III gives the model structure proposed in this paper and relevant 

details. Section IV is the experimental part. The proposed model in this paper was tested on GTSRB, and analyzed and 

compared with other researchers' models. The final section summarizes the full text. 

 

Brief review of CNN 

In recent years, CNN has become one of the research hotspots, which many scholars are devoted to this field . Therefore, 

CNN has gradually become the most common image classification model in computer vision. Usually, a complete CNN 

includes three basic parts: convolutional layer, pooling-layer and fully-connected layer. Convolutional layer is an 

important part of CNN. The convolution kernel convolves the corresponding region of the image with a specified step 

size and outputs a two-dimensional feature map . The image develops from low-dimensional to high-dimensional, and 

then obtains high-dimensional features of the image. Compared with traditional machine learning methods, adding 

convolutional layers can automatically extract features at different levels in the image, and has translation invariance to 

the input image. In addition, the convolution kernel in the convolution layer is parameters of the shared, which greatly 

reduces the size of the parameters. The pooling layer in the convolution process can reduce the image dimension, retain 

the ability of key information, and speed up the network training process. Common pool methods include maximum pool, 

average pool and random pool. No matter which pooling method is used, its main purpose is to reduce the spatial feature 

dimension, reduce the system load, and speed up the network training speed. As the end of the neural network, there is 

usually one, or more fully-connected layer. Its function is to be extended to one-dimensional feature map, use the extracted 

high-dimensional feature information to classify the image, and use the last fully-connected layer as output layer, and 

https://iarjset.com/


IARJSET 

International Advanced Research Journal in Science, Engineering and Technology 

ISO 3297:2007 Certified  Impact Factor 7.105  Vol. 9, Issue 5, May 2022 

DOI: 10.17148/IARJSET.2022.9585 

© IARJSET                  This work is licensed under a Creative Commons Attribution 4.0 International License                  590 

ISSN (O) 2393-8021, ISSN (P) 2394-1588 

then network outputs classification result. In addition, the classification activation function can convert the feature 

information of the image into the (0, 1) interval, which reduces the computer performance consumed during the training 

process. 

 

METHODOLOGY 

 

The target neural network constructed in this paper is trained on the training set to verify the recognition accuracy of the 

network on the validation set. According to the results on the validation set, the training is continued on the training set. 

Finally, the accuracy of the network on the test set is tested. 

 

A. Data Enhancement and Processing 

Fig. 1 shows the distribution of 43 categories GTSRB. The horizontal coordinate is 43 categories, and the vertical 

coordinate is the number of each category. We can clearly see that the distribution of the image dataset is uneven, which 

is easy to cause the network to classify certain categories (more data) accurately, while for other categories (less data) the 

classification effect is inaccurate, so this paper uses data enhancement methods to expand the dataset. The generalization 

ability of the network and the classification ability of different shooting angles are improved. 

 

 
 

Fig. 1.Dataset distribution. 

 

Algorithm enhancement uses image , image is a machine learning library for processing images. There are various 

enhancement methods, such as rotation, blur, grayscale, etc. Therefore, this paper uses image to expand the GTSRB data 

and divide it into small batches for network training, which not only improves the generalization ability of the network, 

but also reduces computing load of computer. 

Data augmentation is a commonly used image expansion method to improve network generalization ability. Therefore, 

this paper uses data enhancement to perform 50% image shading on the training set, random cropping and filling of 

specified pixels, and 50% image colour conversion to increase the size of datasets and improve effectiveness. 

 

The following is the specific algorithm flow: 

Algorithm 1 Enhance image. 
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In addition to data enhancement, we also use data normalization processing, the specific method is to normalize the image 

pixel value from (0, 255) to (0, 1), image normalization processing helps network training to quickly converge and 

accelerate Network training speed. The following formula: 

Xinorm=xi−min(x)max(x)−min(x)(1) 

Where min (x) is image pixel minimum, max (x) is image pixel maximum, x i is pixel value of point ith, and Xinorm is 

normalized value of pixels. 

 

B. Network Structure 

 
 

Fig. 2. Network model diagram 

 

A total of 10 layers of convolutional neural networks are constructed in this paper, we call it TS-CNN, as shown in Fig. 

2. The network is mainly composed of convolutional and pooling layer. 

By gradually increasing the convolutional layer, extracting the feature map from the input image, using max-pooling to 

reduce the dimensionality of feature map, obtaining features at different feature scales by fusing more layers. Finally, the 

fully connected layer performs dimensional transformation on the input features, and uses soft extremum functions to 

classify the traffic signs. 

 

1) C. Network Details 

1) Dropout 

We apply Dropout technology to the construction of the network . In the process of forward propagation, this method 

randomly inactivates neurons with a certain probability P to reduce the scale of parameters, improve the generalization 

ability of the model.  

Before and after using Dropout... 

The left picture in the above picture is not using Dropout, the right picture is using Dropout, it can be clearly seen that 

the complexity of the network structure after using Dropout is reduced, which is helpful to improve the network training 

efficiency and generalization ability. 

2) Activation Function 

This article does not use the common ReLU function, but the ELU function . This function combines the advantages of 

the ReLU and Soft-Max functions. The expression and figure of the function are as follows, 
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   Fig. 4.ELU function. 

 

f(t)={t,λ(et−1),ift>0ift≤0(2) 

 

Where, λ is a non-zero constant. When t > 0, the output equals the input, which guarantees linear growth of the function. 

Therefore, the gradient disappearance problem can be alleviated like the ReLU function. The left side has soft saturation 

characteristics and is more robust to changes in the input image, which is not available in the ReLU function. As shown 

in Fig. 4, here λ is -1. 

 

Experiments 

2) A. Datasets and Setups 

In this paper, the dataset uses the German traffic sign recognition benchmark (GTSRB) . It was randomly obtained from 

the camera in a real-time scene, and was first provided by the International Joint Conference on Neural Networks (IJCNN) 

in 2011. The dataset includes 51839 images in 43 categories, of which training set images have 39,209 samples testing 

images have 12,630 samples, and each image resolution is dynamically changed from 15 × 15 to 250 × 250. 
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Fig. 5.Examples of datasets. 

 

Fig. 5 is an example image of the dataset in GTSRB. The image with constantly changing scales increases the richness of 

the data and can improve the fitting effect of the network. TABLE I is the type of all datasets, which contains 43 road 

sign categories. 

 

The evaluation of the neural network is carried out on the following configuration, and the experiment is carried out 

according to the division of the GTSRB dataset. 

1. CPU: Intel (R) I5-7300HQ, 2.50GHz 

2. Memory: 20G DDR4 

3. Disk capacity: 1T 

4. Operating system: UBUNTU 18.04 

 

3) B. Evaluation and Analysis 

We trained the network and stopped the training when the loss of the training fluctuated stably, so iterated 100 rounds in 

total to get the trained model. Figure 6 below is the loss and accuracy images during the training process. 

 

 
 

Fig. 6.Network iteration graph of loss and accuracy. 

 

In Fig. 6, a) shows that the loss value gradually approaches zero, but the accuracy rate stabilizes at around 95.6 in b). We 

think this is a normal phenomenon, because the use of data enhancement, the image after each batch of data enhancement 

is different. In other words, the image data is not fixed every time, so the accuracy may not achieve a high effect, which 

also prevents the network from overfitting, thereby showing better effect on test dataset. 

To verify the validity of the proposed, a variety of advanced (Compare with the state-of-the-arts) traffic sign classification 

methods were selected for comparison, as shown in TABLE II and III. 
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TABLE I. Comparison of Different Methods in Speed. 

 

       Method            Accuracy               Speed 

          (ms/image) 

          MCDNN            99.46%                11.4 

SVM+HOG+Gabor+LBP             98.65%                39.8 

ELM+HOG+LBP             96.82%                2.97 

             CNN             99.30%                 0.22 

 

TABLE II. Comparison of Different Methods in Model Size. 

 

Method            Accuracy           Model size 

       CNN+PCA+LVQ             94.62%             233.8MB 

            CNN             95.90%            6.3MB 

       CNN+inception             96.50%            41.8MB 

              CNN             99.30%             4.0MB 

 

In a variety of features are fused, specifically HOG, Gabor filter features, and LBP features. Multi-feature 

complementarity is used to enhance the recognition effect, and finally SVM is used for classification. Literature  combines 

local features with ELM neural network to classify traffic signs, and the classification detection speed is faster. 

Literature  was combined CNN, principal component analysis (PCA), Learning Vector Quantization (LVQ), and used 

dimensionality reduction and classification processing to eliminate image interference information to classify traffic 

signs, resulting in 94.62% detection accuracy. But we believe that unnecessary processing links have been added. In  they 

divided detection and classification into two modules. The classification module inputs the detected traffic signs into the 

convolutional neural network for classification. The images used are grayscale images to speed up the recognition. The 

final classification accuracy is 97.75%. Similarly, the paper has been verified on AlexNet  and GoogLeNet , but the 

performance is not satisfactory, and both models are very large, unable to meet the mobile, small equipment requirements. 

The results show that this method has the potential to be applied to real - time systems.Although there is a certain gap 

with the recognition accuracy of MCDNN , it greatly reduces the detection time and complexity. 

 

CONCLUSION 

 
We propose a lightweight convolutional network suitable for traffic sign recognition classification in this paper. The 

network completes the recognition of traffic signs through simple convolution and pooling operations, theoretically 

guarantees the calculation efficiency of the algorithm, and is verified on the GTSRB data. Another advantage of this 

network is its processing time, which is faster than the detection speed of current algorithms, and it has a simple 

architecture and strong scalability. In future research, we consider recognizing traffic signs under severe weather and 

conducting experiments on more benchmark datasets. Of course, we also hope to apply this model to the detection of 

traffic signs. 
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