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Abstract: In India the major percentage, around 70% of the population relies on agriculture. In order to produce a 

healthy yield, the identification of the plant diseases is important. The diseases that affect plants cannot be manually 

observed by the farmers. It's a troublesome and a very time-consuming process for them to detect the plant diseases 

manually. Hence, image processing and machine learning models can be used to detect the plant diseases at an early 

stage.  Plant disease detection majorly relies on the image classification concept of machine learning. The benefit of 

using transfer learning is the model being used has a pre-build knowledge on which the model starts from different 

patterns. These patterns been learnt while training on a different dataset used for a different problem which is similar to 

the problem being solved using the same model. Automatic recognition and classification of various diseases of a 

specific crop are necessary for accurate identification. This study mainly concentrates on the transfer learning 

phenomenon based on four different pre-trained models such as VGG-16, ResNet-34, ResNet-50, and ResNet-50 v2 

and then compared the four models based on various standard evaluation metrics such as accuracy, recall and precision. 

The dataset considered for the study includes the various diseased and healthy leaves of different plants and crops such 

as Apple, Corn, Pepper, Potato, and Tomato, etc. 

The goal is to study and recognize the best and most efficient method that can be used to detect the diseases in the 

crops. Various methodologies with their corresponding accuracies along with a detailed comparison, discussion of the 

features, input parameters and experimental setup will be discussed. The comparative study of the pre-trained models in 

terms of their performance will be carried out. 
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I. INTRODUCTION 

 

Plant diseases lower crop quality and hence productivity, plant diseases have always been a major problem in 

agriculture. Plant diseases can cause anything from slight symptoms to severe crop damage across large planted regions, 

which has a significant negative impact on the agricultural economy particularly in underdeveloped nations that rely 

primarily on a single crop or a small number of crops. 

Various techniques for disease diagnosis have been developed in order to minimise significant losses. The exact 

identification of causative agents is made possible by techniques developed in molecular biology and immunology. 

These techniques, however, are not available to many farmers and are expensive and resource-intensive to use[5]. The 

majority of farms in the world are small and run by families in poor nations, according to the Food and Agriculture 

Organization of the United Nations[2]. A large portion of the world's population receives food from these households. 

Despite this, access to markets and services is restricted, and poverty and food insecurity are frequent. For the reasons 

outlined above, extensive study has been done to develop approaches that will be sufficient in accuracy and available to 

the majority of farmers. 

Modern technology is used in precision agriculture to enhance the decision-making process. Modern digital 

technologies have made it possible to collect enormous amounts of data in real-time and employ a variety of machine 

learning (ML) algorithms to get the best possible judgments[11]. This has reduced expenses. The decision-support 

systems that assist in converting vast volumes of data into helpful recommendations are one area where there is still 

room for progress in this field. 

 

Proposed methodology 

Deep learning (DL) has recently made some important advancements in the field of image recognition and 

classification. The advantages of both ResNet and VGG architectures are combined using a new model called Res 

VGG, which was built by fusing two separate DL models, such as ResNet and VGG16. This methodology has been 

used to identify and classify the signs of plant diseases. 

In our proposed model, there are a total of 12 layers: 2 fully connected layers, 1 softmax layer, and 9 convolutional 
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layers. The effectiveness of this proposed model has been evaluated and validated using the Plant Village dataset. The 

experimental research shows that the proposed model can identify illnesses better than existing models, allowing for the 

effective prevention of these diseases and the resolution of the food security problem. 

 

Architecture Diagram 

 

                                            
Fig. 1: Architecture Diagram 

 

II LITERATURE SURVEY 

 

The paper[1] explains the deep learning-based models and transfer learning-based models can be used for classifying 

images of diseased plant leaves into 38 categories of plant disease based on its defect on a Plant Village dataset. It has 

been observed that DenseNet achieves the best result on the test data with an accuracy of 99 percent. 

The paper[2] uses machine learning and deep learning methods like CNN architecture based on transfer learning are 

been explored by training them on the available Plant Village dataset and these experiments help us understand the 

various parameters that contribute to the performance of the model.  

The paper[3] proposes the primary objective of this research is to present a pre-trained ImageNet network architecture 

that is well suited for dealing with plant-based data, even when sample sizes collected are limited. Different 

convolutional neural network-based architectures such as InceptionV3, MobileNetV2, Xception, VGG16, and VGG19 

to classify plant leaf images are used and compared. Deep neural networks can be used for plant disease recognition in 

the context of image classification. 

In the paper[6], the publicly available Plant Village dataset which has 38 classes of diseases is the most used dataset for 

plant disease classification is used. There are various pre-trained models that can be used for plant disease 

classification, and they can be experimented with the Plant Village Dataset available. 

In the paper[7], Pre-trained deep learning ensemble models with transfer learning can also be used for plant disease 

detection. It reports comparative evaluation results of the three deep learning ensemble models with an SVM-based 

model. 

In the paper[8], The implemented models used for transfer learning were trained with an open dataset consisting of 14 

different plant species, and 38 different categorical disease classes and healthy plant leaves.  

 

In the paper[11], A classification system for the severity of agricultural illnesses and insect pests was built using an  

enhanced ResNet50 model (CDCNNv2) in conjunction with deep transfer learning. 

In the paper[15], The PARNet model was created by fusing the attention mechanism with the residual structure, and the 

WEB application was finished. The platform's 96.84 percent average accuracy for five tomato leaf diseases is 

impressive. It was 2.25 percent higher than alternative models by 11.58 percent (VGG16, ResNet50, and SENet). 

 

II. COMPARISION PARAMETERS 

 

Different parameters were considered while studying about the performance of various pre-trained models used in 

plant disease detection. Some of the parameters are listed below: 

• Pooling layers : ResNet50 uses a global average pooling layer, while VGG 16 uses several max pooling layers 

• Edges and Target Object: ResNet50 is more sensitive to edges and target objects than other neural networks. 
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• Speed and Complexity: ResNet 50 is faster in terms of training time while VGG 16 is slower and more 

complex 

• Vanishing Gradient Problem : In VGG 16, this value is continuously multiplied by each local gradient, 

resulting in a very small gradient value, however in ResNet 50, the local gradient is set to 1. 

 

III. CONCLUSION 

 

The PlantVillage dataset was utilised in the majority of studies (as stated in the preceding sections) to assess the                  

efficacy and performance of the corresponding DL models/architectures. This dataset has a simple/plain background 

despite having several photos of various plant types with their illnesses. However, the actual environment needs to be 

taken into account for a realistic scenario. 

This comparative study described transfer learning methods for identifying plant diseases. In addition, a variety of 

visualisation methods and mappings were compiled to identify disease symptoms. The study mainly concentrated on 

the transfer learning phenomenon based on three different pre-trained models such as VGG-16, ResNet-50, and ResNet-

50 v2, and then compared the three models based on transfer learning models based on various standard evaluation 

metrics. VGG-16-based transfer learning model achieved an accuracy of 98.74%, ResNet-50-based transfer learning 

model achieved an accuracy of 98.84%, and ResNet-50 v2-based transfer learning model achieved an accuracy of 

98.21%. 
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