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Abstract: The act of communicating or sharing information, knowledge, or emotions is defined as communication. All
of the participants must understand and be able to comprehend a common language in order to identify communication
between two or more persons. The methods of communication, however, differ in the case of dumb and deaf persons. The
inability to hear is referred to as deafness, whereas deafness is the inability to communicate. They interact vocally among
themselves and with others, but most people do not believe signing to be vital. Communication between a regular person
and someone who is dumb or deaf is difficult since not everyone has linguistic skill or comprehension. One can create
the model aided by machine learning to get beyond this obstacle. The model will be taught to recognise and translate
various linguistic gestures. Many individuals will benefit from this while engaging and communicating with deaf and
dumb persons. The single- and double-handed signs used in these Indian Sign Language Recognition systems are
constructed utilizing machine learning methods, they are not, however, real-time. We present a method for building an
Indian language dataset using a camera in this study. followed by the training of a TensorFlow model utilizing transfer
learning to develop a real-time linguistic communication recognition system. Even with a little dataset, the algorithm
manages to attain an honest degree of accuracy.

I. INTRODUCTION

The act of conveying information from one location, person, or group to another is sometimes referred to as
communication. It has three components: -the speaker, the message being communicated, and the audience. It is typically
judged successful only after the audience hears and understands the speaker's intended message. It is commonly classified
as informal and formal communication, spoken (distance and face-to-face), written, nonverbal, gossip, feedback, and
communication, and, as a result, active listening.

Nonverbal communication helps almost completely illiterate people communicate with one another and with others.
While being dumb is an obstruction that diminishes one's capacity to communicate and renders them unsuitable to talk,
being hard of hearing may be a disability that impairs one's ability to hear and renders them unfit to hear. It's challenging
to organise correspondence with others when you can't choose whether to talk or listen. A person can express themselves
without using words thanks to gesture-based communications, which are frequently used in this situation. However, there
is a difficulty in that very few people are knowledgeable of gesture-based communication.

Due to a lack of knowledge about gesture-based communication, people who are

hearing-impaired may need to be able to communicate with one another by signing, but those who are challenged still
find it difficult to converse with others who can

hear them. A technology-driven structure is frequently used to resolve this issue. Using such a method, one may easily
translate motions used as communication tokens into English, the language most commonly used for communication.

The present framework for Indian Sign Language Recognition was developed using MATLAB and Al computations [4].
Creators spoke about being bold and made two moves. They used the Back Propagation Algorithm and the K Nearest
Neighbors Algorithm to organize their system.

Their framework achieved an accuracy of 93-96%. To be quite clear, it's not even close to an ongoing SLR framework.
The goal of this study is to create a continuous SLR framework utilizing TensorFlow's article location APl and train it on
webcam-generated datasets. The remainder of this article is organized as follows after the presentation. Area 2 presents
the associated work on the SLR framework. Segment 3 shows the age and level of expertise. Segment 4 focuses on the
creation process of the framework. The trial evaluation of the framework is presented in Area 5, and the article is finally
concluded in Section 6.
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Il. RELATED WORK

Their framework has a 93-96 percent accuracy rate. To be clear, it is not even close to a functioning SLR framework. The
goal of this study is to create a continuous SLR framework utilising TensorFlow's article location API and train it on
webcam-generated datasets. The remainder of this article is organised as follows after the presentation. Area 2 presents
the associated work on the SLR framework. The third segment displays the age and level of skill. The fourth segment
focuses on the framework's creation process. The framework's trial evaluation is described in Area 5, and the article is
eventually ended in Section 6.

A coordinated array of hand gestures with clear connotations that are used by people who are meeting weaker people to
communicate in daily life are referred to as signing communications [3]. Because they are visual dialects, they employ
and, facial, and body motions as communication tools. SLR demonstrates how to communicate via gestures without even
realising it. It notices movement and interprets it into a language that is widely spoken, like English, etc.

SLR has been the subject of extensive investigation, but there is still much more to be done in this vast area. Thanks to
Al techniques, the electronic frameworks are able to demand judgments based on interaction, for instance, information.
The arrangement computations need two datasets: a testing dataset and a preparation dataset. Once the classifier has
gained experience from the preparation set, the model is tested [6]. Several innovators have created efficient information
order and purchasing mechanisms [3][7]. Vision-based methodologies and instantaneous estimation techniques are widely
used to categorise past research on information security solutions [3].

For the instant estimation processes, movement information gloves, movement recording frameworks, or sensors are
needed.

It is possible to accurately monitor hands, fingers, and other body parts because to the division of the movement
information, which has prompted the creation of complex SLR systems.

Two datasets are required for the arrangement calculations: a testing dataset and a preparation dataset. The testing set is
used to test the model once the classifier has experience from the preparation set [6]. Effective information order and
purchase techniques have been developed by several inventors [3][7]. Past research on information security strategies is
frequently divided into two categories: vision-based approaches and instantaneous estimating techniques [3]. The
movement information gloves, movement capturing frameworks, or sensors are required for the instant estimation
procedures.

It is possible to accurately monitor hands, fingers, and other body parts because to the division of the movement
information, which has prompted the creation of complex SLR systems.

The authors used filtering techniques like Kalman and molecular channels to achieve precise and robust hands following,
particularly in situations of deterrents [10][12]. Various devices should be used for information acquisition using either
the instantaneous estimation or the vision-based techniques. The camera is the primary device used as an information
expert cess in SLR systems [13].

A number of tools are utilised to collect data, including the Microsoft Kinect, which combines video transmission for
depth and variety. Knowledge that is insightful helps to create division. In addition to technology, tactile gloves and
accelerometers are alternative techniques for information collecting. Leap Motion Controller (LMC) is another
information security framework [14]. [15] - It was developed by "Jump Motion," a San Francisco-based innovation firm
that is now known as "Ultraleap." It can recognise and track hands, fingers, and things that resemble the opposite of the
same digit while processing 200 instances per second. While it might be challenging to locate a gesture-based
communication dataset, the majority of professionals record their preparation dataset from their underwriter [2].

Different handling methods or application frameworks have produced results with varying degrees of accuracy. The
Light-HMM produced an accuracy result of 83.6

percent, the MSHMM of 86.7 percent, the SVM of 97.5 percent, the Eigen Value of 97 percent, and the Wavelet Family
of 100 percent [2][31][22][32]. Although many models have given results with high accuracy, the precision is dependent
on a number of factors, such as the dataset's size, the photos in the dataset's clarity based on information security
approaches, the devices employed, and so on.

There are 2 types of SLR systems: continuous SLR and isolated SLR. A single gesture in isolated SLR is taught to the
system.

Each picture is identified as standing for a letter of the alphabet, a number, or a particular mation. In contrast to single
gesture categorization, continuous SLR is continuous. Continuous SLR enables the system to recognise and translate
entire words rather than just a single gesture [33][34]. Despite all of the SLR research that has been done, there are still
numerous gaps that need to be filled by more study. The following are some of the problems and obstacles that need to
be resolved: [33][2][4]]6].

» Since expensive data collecting equipment is required, commercialising SLR systems will require a less expensive
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approach.

* Web cameras are an alternative to cameras with greater specifications, but the quality is reduced since the image is
blurry.

* There are other problems with data collecting from sensors, such as noise, poor human handling, poor ground
connection, etc. When hands and fingers are covered, vision-based algorithms can detect mistakes; however, large
datasets are not yet accessible.

* There are myths regarding signing, such as the idea that sign language is universal, despite the fact that signing is
dependent on

spoken language.

* Continuous SLR techniques use SLR isolated systems as building blocks, with non-trivial temporal segmentation as the
pre-processing step and sentence synthesis as the post-processing step.

» Each word must undergo laborious labelling using isolated SLR approaches.

111. DATA ACQUISTION

For the Indian language, a real-time language identification system is being created. Python and OpenCV are
used to collect webcam photos for data gathering. Real-time computer vision is the primary focus of the
functionalities offered by OpenCV. It speeds up the incorporation of Al into commercial products and provides
a solid foundation for computer vision applications. The OpenCV library contains more than 2500 powerful
computer vision and machine learning algorithms that can be applied to a wide range of tasks, such as face
detection and recognition, object identification, categorization of human actions, tracking camera and object
movements, extracting 3D object models, and much more [35].

The produced dataset is composed of images that, as seen in Fig. 1, reflect the Indian alphabets used for
communication [36]. To create the dataset, 25 photos for each letter of the alphabet are taken. In order to
go from the sign of one alphabet to the sign of a particular alphabet, a clear stage of five seconds is
presented between the two signs. Every 2 seconds, images are taken, enabling opportunity to record gestures
with a minute difference in time. The photographs that were collected are kept in the appropriate folder.
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Fig. 1. Indian Sign Language Alphabets

Z

For data collection, dependencies such as cv2, i.e., Time, OS, OpenCV, and uuid have been imported. The dependency
Os is used to help with file path work. It is a common Python utility module that offers routines for interfacing with
operating systems. Thanks to the time module, time in Python may be represented in code in a number of forms, including
strings, integers, and objects. It may be used to assess code efficiency or wait during code execution in addition to
representing time. It is used here to insert gaps between picture captures to allow for hand motions. The uuid library is
used to name the image files. It aids in the creation of random objects of 128 bits as ids, which provide uniqueness due to
the use of time and computer hardware.
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Fig. 3. Labelling the selected portion

After all of the photos have been acquired, they are labelled one by one with the Labellmg package. Labellmg is a
free open-source program for labelling pictures visually. As illustrated in Fig. 1, the hand gesture section of
the image is labelled by what the gesture in the box or the symbol indicates. 2 as well as Fig. 3. When you
save a labelled image, an XML file is produced. The XML files contain all of the picture information,
including the tagged part. Once the images have been labelled, the XML files for all of them are now
available. This is used to create TensorFlow (TF) records. The images and their XML files are then divided
into training and validation data in an 80:20 ratio. Twenty (20%) of the 25 photos of an alphabet were taken
and saved as a training dataset, while the remaining 5 (20%) were taken and stored as a validation dataset. This work was
completed for all 26 alphabet pictures.

© IARJSET This work is licensed under a Creative Commons Attribution 4.0 International License 684


https://iarjset.com/

IARJSET ISSN (0) 2393-8021, ISSN (P) 2394-1588

International Advanced Research Journal in Science, Engineering and Technology
ISO 3297:2007 Certified 3¢ Impact Factor 7.105 :2 Vol. 9, Issue 6, June 2022
DOI: 10.17148/IARJSET.2022.96109
IV. METHODOLOGY

The suggested system is designed to create a real-time sign language detector using a TensorFlow object identification
API and train it on the given dataset using transfer learning [37]. Images from a camera are acquired for data acquisition
using Python and OpenCV in accordance with the steps outlined in Section 3. Following data collection, a labelled map
is created that represents all of the model's objects and contains their id as well as the label for each letter of the alphabet.
Each of the 26 labels on the label map corresponds to a letter of the alphabet. Each label has a unique ID that ranges from
1 to 26. To seek up the class name, use this as a reference. The TensorFlow object identification API is then trained by
using generate TF record, which generates TF records from testing and training data TensorFlow uses a binary storage
format called TF record. The use of binary files for data storage has a substantial influence on the performance of the
import pipeline and, as a result, the model's training time. It copies quickly, uses less disc space, and reads data from the
drive effectively. The open-source framework TensorFlow object detection API makes it straightforward to develop,
train, and utilise an object identification model. The open-source framework TensorFlow object detection API
makes it straightforward to develop, train, and utilise an object identification model. They provide a framework
known as TensorFlow detection model zoo, which has a collection of detection models that have previously
been trained on the COCO 2017 dataset. The SSD MobileNet v2 Object recognition model is coupled with
the FPN-lite feature extractor, shared box predictor, and focal loss on training images scaled to 320x320.
Pipeline setup is the process of setting up and changing the pre-trained model's configuration for transfer
learning in order to train it using the freshly created dataset. TensorFlow, config util, pipeline pb2, and text format have
been imported as configuration dependencies.

The most notable change is that the number of classes has been reduced from 90 to 26, as has the number of signs
(alphabets) on which the model will be trained. The model was trained in 12000 steps after the settings was set up and
updated. The model's training step count was determined by the hyper-parameter employed during training, which was
set at 12,000. The model suffers from classification loss, regularisation loss, and localization loss during training.The
predicted bounding box correction and the real values differ on the localization loss. The localization loss [38] formula is
provided by Equations (1)-(5).
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Fig. 4. Real-Time Sign Language Detection
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[ corresponds to the expected bounding box, g represents the ground truth bounding box, and g represents the boundary

box of the encoded ground truth. and xi"j is the pointer of correspondence between category k's ground truth box j and

default box i. N is the number of predefined boxes of default boxes that have been matched.
The softmax loss over several classes is referred to as the classification loss. The classification loss formula [38] is Eqg.

(6).

Llconf(x’ c) = Z?IePos xipj log((fip) - ZieNeg log(éio)

Where, Softmax enabled class score for category p with default box i is, ¢} = exp (¢{)/ Xp exp (c] ), x{; is the
indication that corresponds to the default box i and the ground truth box j of category p. The next section discusses the
many losses that occurred throughout the experiment. The model is loaded from the most recent checkpoint after training,
allowing for real-time detection. The model will be prepared for training after configuration setup and updating. The
most recent checkpoint, which is made during model training, is used to load the learned model. The model has now been
completed and is capable of detecting sign language in real time. The camera and OpenCV are used again for real-time
detection. For real-time detection, cv2 and NumPy dependencies are employed.

As seen in Figure. 5, the system recognises signals in real time and translates what each movement means into English.
The system

is checked on a regular basis by creating and presenting different indications. Each sign's level of assurance, or how
certain the system is about detecting a sign (alphabet), is inspected, documented, and tallied for the output.

V. EXPERIMENT

The dataset was built for the Indian language, with the signs represented by English alphabets. The dataset is constructed
following the process provided in Section 3 of this paper for gathering information.

The tests were carried out using a Windows 10 PC equipped with an Intel i5 7th generation 2.70 GHz CPU, 8 GB of
RAM, and an HP True Vision HD camera with a 0.31 MP and 640x480 resolution for the webcam. TensorFlow Object
Detection API, Jupyter Notebook, OpenCV (version 4.2.0), and Python are used in the development environment (version
3.7.3).

VI. RESULT AND DISCUSSION

The Tensor Flow Object Detection API is used in this system. This developed system is capable of recognising Indian
signing alphabets in real time. SSD MobileNet v2 320x320 is a pre-trained model obtained from the TensorFlow model
zoo. Transfer learning was used to train the newly created dataset, which comprises of 650 photographs in total, 25 images
for each word.

According to Fig. 4, The overall loss sustained during the final 10,000 step training phase was 0.25; the localization loss
was 0.18; the classification loss was 0.13; and the regularisation loss was 0.10. Fig. 4 further shows that step 9900 resulted
in a loss of just 0.17.

The outcome of the framework was 85.45%, based on the confidence rate and normal certainty speed of the framework.
The knowledge rate is noted and categorised in the results, which are shown in Table 1, for each letter in order. By
increasing the dataset size, the knowledge pace of the framework may be increased, which will improve the framework's
recognition capability. Performing on the framework's outcome and enhancing it as a result.

Table 1. Confidence rate of alphabets

A 94% J 58% S 90%
B 98% K 88% T 83%
C 90% L 95% u 88%
D 95% M 94% Vv 87%
E 70% N 55% W 88%
F 96% 0 78% X 89%
G 73% P 95% Y 93%
H 97% Q 95% z 84%
| 95% R 83%
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INFO:tensorflow:Step 986€ per-step time 1.665s
18828 23:17:04.872565 15444 model_lib_wv2.py:706] Step 9868 per-step time 1.665s
INFO:tensorflow: {"Loss/c sification_loss": ©.86653614,
‘Loss/localization_loss 8.914789826,
"Loss/regularization_loss 8.10198762,
"Loss/total_loss": ©.183233549,
"learning_rate ©.e7380057}
16828 23:17:94.872565 19444 model_lib_wv2.py:7@1] {’Loss/classification_loss': ©.86653614,
"Loss/localization_loss': ©.814709826,
"Loss/regularization_loss®: ©.18198762,
"Loss/total_loss": ©.18323359,
*learning_rate’": 8.873880857)}
INFO:tensorflow:Step 99809 per-step time 1.642s
18828 23:19:49.879613 19444 model_lib_v2.py:708] Step 29988 per-step time 1.642s
INFO:tensorflow: {"Loss/classification_loss": ©.05087668,
"Loss/localization_loss": ©.814473952,
"Loss/regularization_loss": ©.16147699,
“Loss/total_loss": @.16682762,
"learning_rate': ©.073662736}
18828 23:19:49.895237 19444 model_lib_wv2.py:701] { Loss/classification_loss': ©.85887668,
"Loss/localization_loss": ©.814473952,
"Loss/regularization_loss": ©.181476929,
"Loss/total_loss": ©.16682762,
*learning_rate’': @.873662736}
INFO:tensorflow: Step 18809 per-step time 1.649s
18828 23:22:24.829846 19444 model_lib_wv2.py:700] Step 10000 per-step time 1.649s
INFO:tensorflow: {"Loss/classification_loss": ©.12946561,
"Loss/localization_loss": ©.81821224,
"Loss/regularization_loss": ©.18097€6,
"Loss/total_loss": ©.24864845,
*learning_rate’': ©.87352352}
I9828 23:22:34.939046 19444 model_lib_wv2.py:7@1] { " Loss/classification_loss": ©.12946561,
"Loss/localization_loss": ©.91821224,
"Loss/regularization_loss": ©.1009766,
"Loss/total_loss": ©.24864845,
"learning_rate’: ©.87352352}

Fig. 5. Loss incurred at different steps

The cutting-edge technique for the Indian signature Recognition framework achieved 93-96 percent accuracy. Despite
being highly precise, it is not a continuous SLR framework. This research looks at the issue. Despite the little dataset, our
approach managed to achieve a conventional confidence rate of 85.45 percent.

For the Indian language, a real-time language identification system is being created. Python and OpenCV are used to
collect webcam photos for data gathering. Real-time computer vision is the primary focus of the functionalities offered
by OpenCV. It accelerates the deployment of artificial intelligence in commercial products and provides a reliable
infrastructure for computer vision applications. The OpenCV package comprises over 2600 powerful computer vision
and machine learning algorithms that may be used for a wide range of tasks such as face and object recognition, object
identification, action categorization, tracking camera and object motions, and extracting 3D object models [35].

The produced dataset is composed of images that, as seen in Fig. 1, reflect the Indian alphabets used for communication
[36]. To create the dataset, 26 photos are taken for each letter of the alphabet. The images are taken every two seconds,
giving time to record gestures with a minor change, after five seconds, a transparent stage of five seconds is supplied
between two unique signs, i.e., to transition from the sign of one alphabet to the sign of a specific alphabet. The collected
photos are saved in the relevant folder.

VII. CONCLUSION AND FUTURE WORK

A form of visual language called sign language makes use of facial, body, and hand gestures to convey messages. The
use of technology enables persons with special needs to interact, communicate, and share their experiences, emaotions,
ideas, and thoughts with others. The disadvantage of this is that it is not a language that the majority of people are ready
to learn, which restricts how widespread it can be and serves as a barrier to communication. This problem may currently
be remedied by using automatic sign language recognition technology, which can properly translate designated language
gestures into voice communication.

It was carried out in this research using the TensorFlow object detection API. The technique was developed using a dataset
of Indian language alphabets. The technology instantly recognises signature. Python and OpenCV are used to acquire
data while utilising a camera to collect images, which lowers the cost. The developed strategy

had a mean confidence rating of 85.45 percent. Despite the system's high average confidence rate, the dataset on which it
was trained is tiny and confined. The algorithm will be able to recognise more motions in the future as the dataset grows.
The model that has been utilised, TensorFlow, is frequently replaced for another model. By altering the dataset, the system
is often developed for other sign languages.
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