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Abstract: In today's world, people are having very tight schedules due to the changes in their lifestyles and work 

commitments. But it requires regular physical activity to stay fit and healthy. People do not concentrate on their food 

habits, leading to obesity. Obesity is becoming a major and common problem in today’s lifestyle. This leads people to 

choose their diet and do an equal amount of exercise to stay fit and healthy. The main part here is people should have 

adequate knowledge about their calorie intake and burn, keeping a track of their calorie intake is easy as it's available 

on the product label or on the internet. Keeping track of calories burnt is a difficult part as there are very few devices 

for that. Calories burned by an individual are based on MET charts and formulas. The main agenda of this study is a 

prediction of the burnt calories with the help of an XG boost regression model as the ML (machine learning) algorithm 

to show accurate results. The model is fed with more than 15,000 data and its mean absolute error is 2.7 which will 

become better over time by feeding the XG boost regression model with more data. 

 

I. INTRODUCTION 

 

Most often, when individuals think of calories, they only think of food or weight reduction. A calorie, however, is often 

a measure of heat energy. Calories are the units of energy needed to elevate 1 gramme (g) of water by 1°C. The 

measurement may be used to assess a variety of energy-releasing systems unrelated to the human body. The amount of 

energy needed by the body to carry out a task is how many calories are considered from the perspective of the human 

body. There are calories in food. Each and every item has a distinct quantity of energy included in it since various foods 

have varying calorie counts. 

 

The temperature of the body and the heartbeat will start rising up when we perform exercise or some heavy workout. 

The carbohydrates or carbs are broken down into glucose which is further converted/broken down into energy using 

O2(oxygen). The variables used here are the timescale the person is training, the average heart rate per minute, and the 

temperature. Then get more height, weight, gender, and age of the person to predict the tonnage of energy that the 

person burns. Parameters that can be considered for input are the duration of exercise, average heart rate per minute, 

temperature, height, weight, and gender. A machine learning XGBoost regressor algorithm is used to predict calories 

burned depending on exercise time, temperature, height, weight, and age. 

 

II. LITERATURE SURVEY 

 

Daniel Bubnis [6] The variety of burned energy in day-to-day life is directly related to weight maintenance, weight 

gain, or weight loss. People need to burn more calories than they consume, causing a calorie deficiency. But they want 

to know how many calories they burn every day. Most people think that calories are most effectively associated with 

food and weight loss. Calories are variously defined units of energy or heat. For men or women trying to gain, lose, or 

maintain weight, it is essential to know how many calories they are consuming each day. 

Salvador Camacho [9] The global obesity crisis has been continuously increasing, and thus far no nation has been 

able to turn it around. The World Health Organization identifies an energy imbalance between calories ingested and 

calories expended as the root cause of obesity. But mounting data indicates that the idea of calorie imbalance might not 

be enough to control and stop the obesity pandemic. 

To examine the calorie imbalance idea and its components as a weight-management tool as well as any potential 

drawbacks and implications for public health, with the goal of highlighting the need for an updated theory about the 

origins of obesity. This revision could better direct public health initiatives to control obesity by avoiding weight 

increase or encouraging weight reduction. 

World Health Organization. (2011, October) Obesity Study. [Online] [10] Understanding the factors that affect calorie 

burning might help someone modify their diet or exercise routine to achieve the desired results. There is numerous 

studies in literature that use machine learning and data mining to diagnose these problems. When compared to today's 

study, some articles published two to three years ago have a lower accuracy for predicting calories burnt problems. 

 

III. METHODOLOGY 
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In order to determine how many calories an individual would burn, this study is all about gathering the right data set to 

train our machine learning models. Pre-processing of the records is necessary before the statistics feeding operation. 

After that, data processing is completed, and the data is arranged as plots and graphs using several visualisation 

techniques. Here we use XG Boost regressor as a ML(machine learning) model for making comparison and then 

evaluating these models 

 

Work Flow: 

 
 

Figure 1 - Work Flow 

Data source: 

 

We use "Kaggle" as our dataset store. A total of 15000 instances and 7 attributes of data are present throughout 2 CSV 

files. The "Kaggle" repository's dataset comprises information about a variety of people, including their height, weight, 

gender, age, workout intensity, heart rate, and body temperature. The training data is taken from the “exercise.csv” and 

“calories.csv” datasets. Additionally, the user id-mapped target class from the second calorie dataset comprises the 

calories burned by the person in exercise dataset. 
 

Table 1: Attributes and their values 

 

Attribute Function 

Gender_individual Gender (female : 1, male : 0) 

Age_Individual Age is mentioned in years 

Height_Individual Height of the person 

Weight_Individual Weight of the person 

Heart_rate_Individual Average heart rate of an individual during the workout (Normal heart rate 75 

beats/min) 

Body_temp_individual Average body temperature captured in the course of entire workout (greater 

than 37 degree Celsius) 

Duration_individual Duration of exercising in minutes. 

Calories_individual The total amount of calories burned while workout. 

 

There is 2 datasets in CSV files format that is necessary to be uploaded in collab which is mainly used for data-
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processing online. Data frames are been used for processing and analysis purposes. This has obtained some statistical 

measures of the data. 

 
Figure 3 - data frame 

 

The description of the above dataset can be seen in fig 4. 

Figure 4 - Data Description 

 

The count of the gender is equally distributed in the dataset which can be seen in the below figure (figure 3).

 
 

Figure 5 - Gender Distribution 

 

Also, we have the mean value for age, height, and weight represented in the figure below. 
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Figure 6 - Mean Age 

 

For age, more values between the age group of 20 and 30 can be seen. There is a peek in the curve means which we had 

generated using 15000 instances. The decrease in the curve can be seen as people tend to not workout at an older age. 

 

 
Figure 7 - Mean Height and Weight 

 

The relationship between the different records is then examined. There are two forms of correlation: positive 

correlation and negative correlation. The quantity of calories burned will increase as exercise duration increases. These 

values are therefore proportionate, i.e., in the same direction, and unquestionably connected. 
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Figure 8 - Correlation of attribute 

 

A. Collecting dataset 

Data retrieval is the first and initial step. Kaggle is the data repository we use. It's loaded into the Collab program. The 

information gathered is both category and numerical. 

 

B. Data Pre-processing 

15000 instances and 7 attributes of data are contained in two csv files(“exercise.csv” and “calorie.csv”. Each person's 

attributes are included in the Kaggle data collection, including their height, weight, gender, age, workout duration, heart 

rate, and body temperature. 

 

Data pre-processing is a crucial step in the machine learning process since the calibre of the data and the information 

that can be extracted from it directly affects how well our model can learn. It is crucial that we preprocess our data 

before supplying it to our model as a result. 

 

C. Data Analysis 

Colab, the platform used for processing, requires the upload of two dataset csv files (“exercise.csv” and “calorie.csv”). 

The average body temperature is 40. Those who are exercising will have a higher body temperature. The coronary heart 

rate and temperature are the most important findings for this analysis. The data must then be visualized using a few 

charts and graphs. The two types of correlation—positive and negative correlation—are then studied between the 

various records. After that, load the XGB Regressor model and assess the prediction using test data. This test data 

and calories burned for the X test are run through the model. Likewise, contrast our model's projected values with the 

original values. 

 

D. Machine Learning model 

 

This is the stage in which we apply the algorithm we've chosen (in this case, XGBoost regressor) to determine the mean 

absolute error. The XGB regression procedure is used, and the results are obtained. For this, we employ metrics that 

indicate the magnitude of errors the version is committing. The XGBoost regressor algorithm was proven to be an 
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effective and efficient method in predicting the calories burnt prediction. 

 

E. Evaluation 

 

This dataset was analyzed to make predictions about the number of calories burned depending on the length of the 

workout as well as on factors like age, gender, body temperature, and heart rate at various points during the exercise. 

We are searching for a machine learning model with a lower mean absolute error that produces more accurate outcomes 

utilizing these machine learning methods. 

 

IV. RESULT 

A. Dataset's first five rows: 

 

Table view of the first 5 records in the dataset: 

 

Figure 9 - data frame 

 

B. Conversion of text data into numerical form: 

 

Figure 10 - Gender data conversion 

 

C. Splitting of Data: 

 

Figure 11 - Splitting of data 
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D. Data Training in XG Boost Regressor 

 

Figure 12 - Training of data 

E. Mean absolute error: 

Figure 13 - Absolute mean of data 

 

V. CONCLUSION 

 

We deduced from the analysis that the XGB Regressor produces more accurate findings. Mean absolute error suggests 

that absolute error should be as minimal as possible. It is nothing more than the discrepancy between values that were 

seen and those that were predicted by models. 2.71 is a good value for the mean absolute value that the XGB Regressor 

gives us. The mistake rates are quite low. Therefore, we can say that XG Boost Regressor is the best model for 

predicting calorie burn. The flexibility of the suggested technique can also be improved with variations. 

 

In this study, we have concentrated on the seven primary factors that influence how many calories our body burns, but 

there are other factors that also play a role. It's also crucial to understand how many calories we are consuming if we 

want to stay healthy and fit. Additionally, ML may be used to construct this (machine learning). A UI (user interface) 

is also required so that users may input their values and obtain results that show how many calories they have burned. 

Additionally, we are able to create a completely functional app with all of these features and our recommended diet and 

exercise regimen. 
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