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Abstract:  Analysis of wine categories was the primary focus of this endeavour. Through empirical research, the wine 

dataset is reduced in dimension and grouped into clusters. It is necessary to do a factor analysis on the 13 variables in 

order to separate the complicated ones into 5 categories: the bitter tropic factor; the visual assessment; colour; pH; and 

mineral elements. Cluster analysis using K-means clustering was used to divide the data into three distinct groups. The 

features of each variety may be summarised according to the cluster centre. Using a series of empirical investigations, it 

is possible to draw a general picture of the wine's qualities and to group them into several groups.  

 

INTRODUCTION 

 

Linear Discriminant Analysis is a linear classification machine learning algorithm. 

The Linear Discriminant Analysis (LDA) technique is developed to transform the features into a lower dimensional 

space, which maximizes the ratio of the between-class variance to the within-class variance, thereby guaranteeing 

maximum class separability. 

           ….(1) 

 

There are two types of LDA technique to deal with classes:  

• class-dependent and class-independent. In the class-dependent LDA, one separate lower dimensional space is 

calculated for each class to project its data on it. 

• In the class-independent LDA, each class will be considered as a separate class against the other classes. In this 

type, there is just one lower dimensional space for all classes to project their data on it. 

 

THEORETICAL BACKGROUND TO LDA 

 

Let the original data matrix X = {x1, x2, . . . , xN }, where xi represents the i th sample, pattern, or observation and N is 

the total number of samples. Each sample is represented by M features (xi ∈ RM). In other words, each sample is 

represented as a point in M-dimensional space. The data matrix is partitioned into c classes as follows,  

X = [ω1, ω2, . . . , ωc]. Thus, Each class has ni samples. The total number of samples (N) is calculated as follows, N = 

Pc i=1 ni . 

 

The goal of the LDA technique is to project the original data matrix onto a lower dimensional space. To achieve this 

goal, three steps needed to be performed.  

1. The first step is to calculate the separability between different classes (i.e. the distance between the means of 

different classes), which is called the between-class variance or between-class matrix. 

2. The second step is to calculate the distance between the mean and the samples of each class, which is called 

the within-class variance or within-class matrix.  

3. The third step is to construct the lower dimensional space which maximizes the between-class variance and 

minimizes the within-class variance. 

 

CALCULATING THE BETWEEN-CLASS VARIANCE (SB) 

 

To calculate the between-class variance (SB), the separation distance between different classes which is denoted by (mi 

− m) will be calculated as follows,  

(mi − m) 2 = (WT µi − WT µ) 2 = WT (µi − µ)(µi − µ) TW 

• where, mi represents the projection of the mean of the i th class and it is calculated as follows, mi = WT µi  

• m is the projection of the total mean of all classes and it is calculated as follows, m = WT µ. 

• W represents the transformation matrix of LDA 
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• µj (1 × M) represents the mean of the i th class (µj = 1 nj P xi∈ωj xi), and µ(1 × M) is the total mean of all 

classes (µ = 1 N PN i=1 xi = 1 c Pc j=1 µj ), where c represents the total number of classes. 

• The term (µi − µ)(µi − µ) T in Equation (2) represents the separation distance between the mean of the i th 

class (µi) and the total mean (µ), or simply it represents the between-class variance of the i th class (SBi ). 

• Substitute SBi into Equation (2) as follows, (mi − m) 2 = WT SBi W (3)  

• The total between-class variance is calculated as follows,  

  
 

 
 

CALCULATING THE WITHIN-CLASS VARIANCE (SW ) 

 

The within-class variance of the ith class (SWi) represents the difference between the mean and the samples of that class. 

LDA technique searches for a lower-dimensional space, which is used to minimize the difference between the projected 

mean (mi) and the projected samples of each class (WT xi), or simply minimizes the within-class variance. 

 
 

From Equation (4), the within-class variance for each class can be calculated as follows,

 where xij represents the i th sample in the j th class as shown 

in Fig. (2, step (E, F)), and dj is the centering data of the j th class, i.e. 

dj = ωj − µj = {xi} nj i=1 − µj 

• Step (F) in the figure illustrates how the within-class variance of the first class (Swi) in our example is 

calculated. 
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• The total within-class variance represents the sum of all within-class matrices of all classes (see Fig. (2, step 

(F))), and it can be calculated as in Equation (5). 

…….(5) 

 

 
 

CONSTRUCTING THE LOWER DIMENSIONAL SPACE 

 

After calculating the between-class variance (SB) and within-class variance (SW ), the transformation matrix (W) of the 

LDA technique can be calculated as in Equation (1), which can be reformulated as an optimization problem as in 

Equation (6).  

SWW = λSB W   ………….(6) 

 

where λ represents the Eigen values of the transformation matrix (W). The solution of this problem can be obtained by 

calculating the Eigen values (λ) and eigenvectors (V = {v1, v2,. . ., vM}) of  

W = Sw
-1 SB, if SW is non-singular. 

 

The Eigen values are scalar values, while the eigenvectors are non-zero vectors provides us with the information about 

the LDA space. The eigenvectors represent the directions of the new space, and the corresponding Eigen values 

represent the scaling factor, length, or the magnitude of the eigenvectors.  

Thus, each eigenvector represents one axis of the LDA space and the associated Eigen value represents the robustness 

of this eigenvector. The robustness of the eigenvector reflects its ability to discriminate between different classes and 

decreases the within-class variance of each class, hence meets the LDA goal. 

Thus, the eigenvectors with the k highest Eigen values are used to construct a lower dimensional space (Vk), while the 

other eigenvectors ({vk+1, vk+2, vM}) are neglected. 
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PROJECTION ONTO THE LDA SPACE 

 

The dimension of the original data matrix (X ∈ RN×M) is reduced by projecting it onto the lower dimensional space of 

LDA (Vk ∈ RM×k ) as denoted in Equation (7). 

The dimension of the data after projection is k; hence, M − k features are ignored or deleted from each sample. Each 

sample (xi) which was represented as a point a M-dimensional space will be represented in a k-dimensional space by 

projecting it onto the lower dimensional space (Vk) as follows, yi = xiVk 

Y = XVk    ………(7) 

 
Figure: Projection of the original samples (i.e. data matrix) on the lower dimensional space of LDA (Vk) 

 

IMPLEMENTATION OF LDA 

 

LDA tries to reduce dimensions of the feature set while retaining the information that discriminates output classes. 

LDA tries to find a decision boundary around each cluster of a class. It then projects the data points to new dimensions 

in a way that the clusters are as separate from each other as possible and the individual elements within a cluster are as 

close to the centroid of the cluster as possible. The new dimensions are ranked on the basis of their ability to maximize 
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the distance between the clusters and minimize the distance between the data points within a cluster and their centroids. 

These new dimensions form the linear discriminants of the feature set. 

 

IMPLEMENTING LDA WITH SCIKIT-LEARN 

 

A classifier with a linear decision boundary, generated by fitting class conditional densities to the data and using Bayes’ 

rule. 

The model fits a Gaussian density to each class, assuming that all classes share the same covariance matrix.  The fitted 

model can also be used to reduce the dimensionality of the input by projecting it to the most discriminative directions, 

using the transform method. 

 

PARAMETERS 
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ATTRIBUTES 

 

 
 

METHODS 

 
 

In my project, a classifier is constructed which determines the Customer Segment to which a specific wine sample 

belongs. Each sample consists of a vector  of 13 attributes of the wine, that is . The attributes are as 

follows: 

1. Alcohol 

2. Malic acid 

3. Ash 

4. Alcalinity of ash 
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5. Magnesium 

6. Total phenols 

7. Flavanoids 

8. Nonflavanoid phenols 

9. Proanthocyanins 

10. Color intensity 

11. Hue 

12. OD280/OD315 of diluted wines 

13. Proline 

Based on these attributes, the goal is to identify from which of three Customer Segment, the data is originated. The data 

set is available at the UCI Machine Learning Repository. The following code block shows three rows from the dataset. 

 

In my project, The first 13 columns contain the sample features and last column denotes the target class while the 

remaining. This data can be read into a matrix using the pandas function. 

Below code are used to read and display csv file of the project- 

 

 
 

The first five row of the dataset is exactly looks below- 

 

0 14.23 1.71 2.43 15.6 127 2.80 3.06 0.28 2.29 5.64 1.04 3.92 1065 1 

1 13.20 1.78 2.14 11.2 100 2.65 2.76 0.26 1.28 4.38 1.05 3.40 1050 1 

2 13.16 2.36 2.67 18.6 101 2.80 3.24 0.30 2.81 5.68 1.03 3.17 1185 1 

3 14.37 1.95 2.50 16.8 113 3.85 3.49 0.24 2.18 7.80 0.86 3.45 1480 1 

4 13.24 2.59 2.87 21.0 118 2.80 2.69 0.39 1.82 4.32 1.04 2.93 735 1 

 

 

After that, I splited the dataset into training set and test set using train_test_split() function from sci-kit learn 

model_selection  

I also import Linear Discriminant Analysis from sklearn.discriminant_analysis to analyze these data sets.  

Then I used contourf and scatter plot from matplotlib.pyplot to visualize the difference of above mentioned data sets. 

 

RESULTS 

 
At the end, the result comes out that the result set of test dataset is not accurate with the trained dataset. The difference 

of the result sets are clearly visible in below mentioned Scatter plot - 

https://iarjset.com/
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CONCLUSION 

 

In this experiment A Linear Discriminant Analysis model was proposed to be developed from scratch without using 

any pre-trained models. The model performed pretty well on our dataset collected from UCI Machine Learning 

repository achieving about 98 % accuracy on test data by the model which is quite amazing. Though LDA 

achieves leading results in potato plant disease image analysis tasks and there is still scope for development. We 

intend to develop a more efficient LDA structure to classify wine consumers dataset. 
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