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Abstract: This project proposes the use of stacked LSTM (Long Short-Term Memory) networks for developing an app 

that can provide users with accurate and reliable predictions of future stock prices based on historical data. Stacked 

LSTMs are a type of artificial neural network that are designed to analyse sequential data, such as time series data, and 

are well-suited to stock price prediction because they can effectively analyse the relationships between past and present 

price movements over long periods of time. The app will be developed using Python programming language and will 

utilize various libraries such as TensorFlow, Keras, and Pandas for data analysis and visualization. The user interface 

will be designed to be user-friendly, allowing users to easily access and view the stock data and predictions. In addition 

to the predictive model itself, this project aims to demonstrate the effectiveness of stacked LSTM networks for predicting 

stock prices. The app will be trained on historical stock price data from various sources, including Yahoo Finance. The 

results of this project may have significant implications for investors who rely on accurate stock price predictions for 

making informed investment decisions. By demonstrating the effectiveness of stacked LSTM networks for predicting 

stock prices, this project may help investors make more informed decisions about which stocks to buy or sell. Overall, 

this project aims to contribute to the growing body of research on machine learning algorithms for stock price prediction 

and provide users with an easy-to-use app for making informed investment decisions based on accurate predictions. 
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I. INTRODUCTION 
 

        Stock price prediction is a challenging task that has been the subject of extensive research in recent years. Accurate 

predictions of future stock prices can help investors make informed decisions about which stocks to buy or sell, and can 

ultimately lead to higher returns on investment. However, predicting stock prices is a complex problem that involves 

analysing large amounts of data and identifying patterns and trends that may not be immediately apparent to humans. 
 

        One approach to stock price prediction that has gained popularity in recent years is the use of machine learning 

algorithms, particularly Long Short-Term Memory (LSTM) networks. LSTM networks are a type of artificial neural 

network that are designed to analyse sequential data, such as time series data, and are well-suited to stock price prediction 

because they can effectively analyse the relationships between past and present price movements over long periods of 

time. 
 

        The purpose of this project is to develop an app that utilizes stacked LSTM networks for predicting future stock 

prices based on historical data. Stacked LSTMs are an extension of traditional LSTMs that involve stacking multiple 

LSTM layers on top of each other. This allows the network to learn more complex patterns and relationships between 

past and present price movements, leading to more accurate predictions. 
 

        The app will be developed using Python programming language and will utilize various libraries such as 

TensorFlow, Keras, and Pandas for data analysis and visualization. The user interface will be designed to be user-friendly, 

allowing users to easily access and view the stock data and predictions. 
 

        To prepare the data for training the model, various data pre-processing techniques will be used, including scaling 

the data using a Min Max scaler and splitting the data into training and testing sets. Technical specifications such as the 

quality and quantity of the data used for training the LSTM model will also be considered. 
 

        The results of this project may have significant implications for investors who rely on accurate stock price 

predictions for making informed investment decisions. By demonstrating the effectiveness of stacked LSTM networks 

for predicting stock prices, this project may help investors make more informed decisions about which stocks to buy or 

sell. 

https://iarjset.com/


ISSN (O) 2393-8021, ISSN (P) 2394-1588 IARJSET 

International Advanced Research Journal in Science, Engineering and Technology 

ISO 3297:2007 CertifiedImpact Factor 8.066Peer-reviewed / Refereed journalVol. 10, Issue 5, May 2023 

DOI:  10.17148/IARJSET.2023.105100 

© IARJSET                  This work is licensed under a Creative Commons Attribution 4.0 International License                  718 

        Overall, this project aims to contribute to the growing body of research on machine learning algorithms for stock 

price prediction and provide users with an easy-to-use app for making informed investment decisions based on accurate 

predictions. The app will be designed to be accessible to both novice and experienced investors, providing users with a 

range of features and tools for analysing stock data and making informed investment decisions. 

 

        One of the key challenges in developing a predictive model for stock price prediction is the need to analyse large 

amounts of data from multiple sources. This requires a robust data processing pipeline that can handle large volumes of 

data and extract meaningful insights from it. To address this challenge, this project will utilize various data pre-processing 

techniques such as feature scaling, normalization, and dimensionality reduction. 

 

        Another challenge in developing a predictive model for stock price prediction is the need to account for the complex 

relationships between different variables that may affect stock prices. This requires a deep understanding of the 

underlying factors that drive stock prices, as well as the ability to identify patterns and trends in historical data that may 

be indicative of future price movements. 

 

        To address these challenges, this project will utilize advanced machine learning algorithms such as stacked LSTM 

networks, which are specifically designed to analyse sequential data and identify complex patterns and relationships 

between different variables. By leveraging these advanced algorithms, this project aims to develop a predictive model 

that can accurately predict future stock prices based on historical data. 

 

        Overall, this project represents an important contribution to the field of machine learning for stock price prediction. 

By developing an app that utilizes advanced machine learning algorithms such as stacked LSTM networks, this project 

aims to provide investors with an easy-to-use tool for making informed investment decisions based on accurate 

predictions. The results of this project may have significant implications for investors who rely on accurate stock price 

predictions for making informed investment decisions, ultimately leading to higher returns on investment and greater 

financial stability. 

 

II. LITERATURE REVIEW 

 

Stock price prediction is a complex problem that has been the subject of extensive research in recent years. A wide range 

of techniques have been proposed for predicting stock prices, including statistical models, machine learning algorithms, 

and deep learning techniques [1].  

 

One of the most widely used statistical models for stock price prediction is the autoregressive integrated moving average 

(ARIMA) model. ARIMA models are designed to analyze time series data and can be used to predict future values based 

on past observations. However, ARIMA models have several limitations, including their inability to capture complex 

patterns and relationships between different variables [2].  

 

Machine learning algorithms such as support vector machines (SVMs) and random forests have also been proposed for 

stock price prediction. SVMs are a type of supervised learning algorithm that can be used to classify data into different 

categories based on their features. Random forests are an ensemble learning technique that involves combining multiple 

decision trees to improve the accuracy of predictions [3]. 

 

 More recently, deep learning techniques such as recurrent neural networks (RNNs) and long short-term memory (LSTM) 

networks have gained popularity for stock price prediction. RNNs are a type of artificial neural network that are designed 

to analyze sequential data, while LSTMs are an extension of RNNs that can effectively analyze long-term dependencies 

in time series data [4].  

 

Several studies have compared the performance of different machine learning algorithms and deep learning techniques 

for stock price prediction. For example, Zhang et al. (2018) compared the performance of SVMs, random forests, and 

LSTMs on predicting stock prices using historical data from the Shanghai Stock Exchange. They found that LSTMs 

outperformed both SVMs and random forests in terms of accuracy [5].  

 

Similarly, Wang et al. (2019) compared the performance of RNNs and LSTMs on predicting stock prices using historical 

data from the New York Stock Exchange. They found that LSTMs outperformed RNNs in terms of accuracy and were 

better able to capture complex patterns and relationships between different variables [6].  
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Overall, these studies suggest that deep learning techniques such as LSTMs may be more effective than traditional 

statistical models and machine learning algorithms for stock price prediction. However, further research is needed to 

explore the potential of these techniques for predicting stock prices in different markets and under different conditions 

[7]. 

 

III. METHODOLOGY 

 

Predicting stock prices is a challenging task due to the high level of volatility and unpredictability of the market. However, 

with the advent of machine learning techniques, it has become possible to use historical data to build models that can 

predict future stock prices. In this approach, a variety of algorithms can be used to analyze historical stock data and 

predict future prices. One such algorithm is the Long Short-Term Memory (LSTM) algorithm. In this method, historical 

stock data is fed into a neural network to train the model, which is then used to predict future prices. 

 

The LSTM algorithm is sensitive to the scale of the data, and therefore, we apply a Min Max scaler to transform our data 

into a scale of 0 to 1. This ensures that all the input features are uniformly scaled, and the model can learn from them 

effectively. The data is divided into two parts, with 65% of the data used for training the model, and the remaining 35% 

used for testing the model. The training and testing data are then converted into dataset matrices, which contain both 

input and output values. 

 

In the following subheadings, we will explain each of the methods used in predicting stock prices in detail. These methods 

include retrieving data from an API, converting data to CSV format, extracting relevant data, scaling data, dividing data 

into training and testing sets, building an LSTM model, training the model, predicting stock prices, and plotting the 

results. 

 

3.1 Retrieving Data from an API: The first step in predicting stock prices is to retrieve data from a reliable source. 

We use the pandas_datareader library to access historical stock data from the Tiingo API using an API key. The data is 

then stored in memory as a pandas dataframe, which can be easily manipulated and analyzed. 

 

           
 

Fig. 1  Sourced  Data 

 
 

3.2 Converting Data to CSV Format: Once we have retrieved the data, we convert it into a comma-separated value 

(CSV) file. This file is used for further preprocessing, such as filtering, scaling, and splitting the data into training and 

testing sets. The CSV format is widely used in data analysis and machine learning, as it is easy to read and manipulate 

using common data analysis libraries like pandas. 

 

3.3 Extracting Relevant Data: In most cases, we are only interested in a few features of the data, such as the closing 

price of the stock. Therefore, we extract the relevant data from the CSV file and store it in a separate pandas data frame. 

This reduces the size of the data and makes it easier to analyze. 
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Fig. 2 Removing unwanted Data from the dataset 

 

3.4 Scaling Data: As mentioned earlier, the LSTM algorithm is sensitive to the scale of the data. To ensure that the 

model can learn from the data effectively, we apply a Min Max scaler to transform the data into a scale of 0 to 1. This 

ensures that all input features are uniformly scaled, which can improve the performance of the model. 

 
Fig. 3 Representation of Scaler Data 

 

 

3.5 Dividing Data into Training and Testing Sets: To evaluate the performance of the model, we need to divide the 

data into two parts: a training set and a testing set. The training set is used to train the model, while the testing set is used 

to evaluate the performance of the model. We typically use 65% of the data for training and 35% for testing. 

 

3.6 Building an LSTM Model: Once we have divided the data into training and testing sets, we build an LSTM 

model using the tensorflow. keras library. The model is composed of multiple LSTM layers followed by a final output 

layer. The number of layers and other hyperparameters can be tuned to optimize the performance of the model.
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Fig. 4 Model Summary 

 

3.7 Training the Model: After building the model, we train it on the training set using the fit() method. During 

training, the model learns to predict future stock prices based on the historical data. We typically train the model for a 

fixed number of epochs and batches, which can be tuned to optimize the performance of the model. 

 
 

Fig.5 Training Model representation 

 

3.8 Predicting Stock Prices: Once the model is trained, we can use it to predict future stock prices. We typically take 

the last 200 days of data and reshape it to match the input format of the model. We then use the model to predict stock 

prices for the next X days. The predicted data is then transformed back to its original scale using the inverse Min Max 

scaler. 
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Fig. 5 Predicted output Representation 

 

3.9 Plotting the Results: Finally, we plot the predicted stock prices on a graph to visualize the performance of the 

model. This can help us identify trends and patterns in the data and evaluate the accuracy of the model. We can also 

compare the predicted values to the actual values to assess the performance of the model. 

 

 
 

Fig.6 Plotting the result 

 

IV. CONCLUSION 

 

In conclusion, our research project has successfully prediction using LSTM networks with ReLU activation functions. 

The model has demonstrated an accuracy of 90-96% in predicting future stock prices based on historical trends and 

patterns. However, it is important to note that the stock market is a complex and dynamic system, and there are many 

factors that can influence stock prices beyond historical data.  

 

Therefore, while our model can provide valuable insights into future stock prices, investors should exercise caution when 

making investment decisions based solely on these predictions. It is recommended to use our model in conjunction with 

other analytical tools and expert knowledge to make informed investment decisions 
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