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Abstract: The proposed IDS model is aimed at detecting network intrusions by classifying all the packet traffic in the 

network as benign or malicious classes. The Canadian Institute for Cyber security Intrusion Detection System 

(CICIDS2017) dataset has been used to train and validate the proposed model. The model has been evaluated in terms 

of the overall accuracy, attack detection rate, false alarm rate, and training overheadDDOS attacks based on Canadian 

Institute for Cyber security Intrusion Detection System (KDD Cup 99) dataset has been used to train and validate. We 

are used for comparison for 2 dataset (CICIDS2017 and KDD Cup 99 ) Then, we have to implement the Deep learning 

algorithms is Proposed Method Classification Using LSTM algorithm Model predict .Testing dataset for anomaly 

detection model finally classified attack or normal. Finally, the experimental results shows that the performance metrics 

such as accuracy, precision, recall and confusion matrix. 

 

I. INTRODUCTION 

 

The DDoS attacks on the cloud computing environment are mainly application layer which sends out requests 

following the communication protocol which are then hard to distinguish in the network layer because their pattern 

matches the legitimate requests thus making the traditional defence systems not applicable. DDoS flooding attacks on 

cloud can be of various categories like session and request flooding attacks, slow response and asymmetric attack. All 

these flooding attacks generate traffic which resembles that of a legitimate user which becomes tougher for the target to 

distinguish between attack and legitimate traffic thus blocking the services for the legitimate user. 

 

Problem statement: 

A more common approach for detecting main problem in detecting slow DDoS attacks is the inability to prevent them, 

since the determination process is based on the study of existing traffic without the possibility of predicting it depending 

on users' activity 

 

Scope of the project: 

DoS or Denial-of-Service attack is an attack targeting the availability of web applications. Unlike other kinds of attacks, 

the primary goal of a DoS attack is not to steal information but to slow or take down a web site .Prevention can be 

used to perform Distributed Denial-of-Service (DDoS) attacks, steal data, send spam, and allow the attacker to access 

the device and its connection. A Denial-of-Service (DoS) attack is an attack meant to shut down a Deep or network, 

making it inaccessible to its intended users. DoS attacks accomplish this by flooding the target with traffic, or sending it 

information that triggers a crash. 

Objectives: 

 

The main objective of our project is, 

 

 To detect the DDOS attack     effectively. 

 To implement the Deep learning using LSTM. 

 To enhance the overall performance analysis. 

. 

II. LITERATURE SURVEY 

 

Abdul Raoof [1] The study is implemented on the Structure for cloud security with efficient security in communication 

system and AES based file encryption system. This security architecture can be easily applied on PaaS, IaaS and SaaS 

and one time password provides extra security in the authenticating users. 

Advantages: 
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 Performance time and accuracy Disadvantages: 

• Training model prediction on Time is High 

• It is based on Low Accuracy. 

 

Nitin Pandey[2]   The   cloud   computing environment is adopted by a large number of organizations so the rapid 

transition toward the clouds has fuelled concerns about   security   perspective.   There are numbers of risks and 

challenges that have emerged due to use of cloud computing. The aim of this paper is to identify security issues in 

cloud computing which will be helpful to both cloud service providers and users to resolve those issues. As a result this 

paper will access cloud security by recognizing   security   requirements and attempt to present the feasible solution that 

can reduce these potential threats. 
 

Advantages: 

 

More effective and efficient. 

 

Disadvantages: 

 

Not give accurate prediction result. 

 

Faisal Hussain[3] In this work, we proposed a Traffic monitoring is a challenging task which requires efficient ways 

to detect every deviation from the normal behavior on computer networks. In this paper, we present two models to 

detect network anomaly using flow data such as bits and packets per second based on: Firefly Algorithm and Genetic 

Algorithm. Both results were evaluated to measure their ability to detect network anomalies, and results were then 

compared. We experienced good results using data collected at the backbone of a university. 

Advantages: 
 

Efficiency measure and the accuracy 
 

Disadvantages: 

 

Not give accurate prediction 
 

result. 
 

 

Suresh M[4] The proposed solutions are this ensures fine-grained detection of various attacks. The proposed 

framework has been compared with the existing deep learning models using three real datasets (a new dataset NBC, a 

combination of UNSW-NB15 and CICIDS2017 consisting of 101 classes). 
 

Advantages: 

It performs accurate classification of health state in comparison with other methods 
 

Disadvantages: 
 

It is low in efficiency. 
 

Linga[5] In this study, we DDoS (Distributed Denial of Service) attack has affected many IoT networks in recent past 

that has resulted in huge losses. We have proposed deep learning models and evaluated those using latest CICIDS2017 

datasets for DDoS attack detection which has provided highest accuracy as 97.16% also proposed models are compared 

with machine learning algorithms. 
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Fig. 1. Proposed Architecture 
 

 

III. EXISTING MODEL 

 

• In existing system, DDoS attacks and then, selected features are passed to the classifiers, i.e. support vector 

machine, decision tree, naïve Bayes, and multilayer perceptron to identify type of attack. 

• The publicly available dataset as KDD Cup 99 are used for our experimental study. From the results of the 

simulation, it is clear that GOIDS with decision tree acquires high detection and accuracy with a low false–positive rate. 

• For instance, the use of denoising as feature extractors may improve the performance in the presence of high 

levels of noise 

 

 

DISADVANTAGES 

 

 Doesn’t Efficient for handling large volume of data. 

 Theoretical Limits 

 Incorrect Classification Results. 

 Less Prediction Accuracy. 

 

IV. PROPOSED METHODOLOGY 

 

The proposed IDS model is aimed at detecting network intrusions by classifying all the packet traffic in the network as 

benign or malicious classes. 

 DDOS attacks based on Cyber security Intrusion Detection System (KDD Cup 99) dataset has been 

used to train and validate. 

• Classification Using CNN, SVM ,NB algorithm Model predict 

 Testing dataset for anomaly detection model finally classified attack or normal. 

 It is more effective of performance analysis. 
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ADVANTAGES 

 

• High performance. 

• Provide accurate prediction results. 

• It avoid sparsity problems. 

• Reduces the information Loss and the bias of the inference due to the multiple estimates. 

 

V. IMPLIMENTATION 

 

DATA SELECTION AND LOADING 

 

 Data selection is the process of determining the appropriate data type and source, as well as suitable 

instruments to collect data. 

 

Data selection precedes the actual practice of data collection and it is the process where  data relevant to the 

analysis is decided and retrieved from the data collection. 

 

 In this project, the Malware dataset is used for detecting Malware type prediction. 

 

DATA PREPROCESSING 

 The data can have many irrelevant and missing parts. To handle this part, data cleaning is done. It involves 

handling of missing data, noisy data etc. 

 

 Missing Data: 

This situation arises when some data is missing in the data. It can be handled in various ways. 

 Ignore the tuples: This approach is suitable only when the dataset we have is quite large and multiple values 

are missing within a tuple. 

 

SPLITTING DATASET INTO TRAIN AND TEST DATA 

 Data splitting is the act of partitioning available data into two portions, usually for cross- validator purposes. 

 One Portion of the data is used to develop a predictive model and the other to evaluate the model's performance. 

 Separating data into training and testing sets is an important part of evaluating data mining models. 

 

CLASSIFICATION : Classification is the problem of identifying to which of a set of categories, a new observation 

belongs to, on the basis of a training set of data containing observations and whose categories membership is known. 

 

 

Random forests or random decision forests are an ensemble   learning method for classification, regression and other 

tasks that operate by constructing a multitude of decision trees at training time and outputting the class that is the mode 

of the classes (classification) or mean/average prediction (regression) of the individual trees. 

 

VI. CONCLUSIONS 

 

• Intrusion Detection System (IDS) for cybersecurity based on a Convolutional Neural Network (CNN)classifier 

is proposed. 

• The convolution and pooling process of CNN allow the proposed IDS model to learn complicated patterns of 

features form network traffic, while maintaining reasonable storage and computation overhead. 

• class classification performance of the proposed LSTM based IDS 
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