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Abstract: Cervical cancer remains a leading cause of female mortality, particularly in developing regions, underscoring 

the critical need for early detection and intervention guided by skilled medical professionals. While Pap smear images 

serve as valuable diagnostic tools, many available datasets for automated cervical cancer detection contain missing data, 

posing challenges for machine learning models’ efficacy. To address these hurdles, this study pres- ents an automated 

system adept at managing missing information using ADASYN charac- teristics, resulting in exceptional accuracy. The 

proposed methodology integrates a voting classifier model harnessing the predictive capacity of three distinct machine 

learning mod- els. It further incorporates SVM Imputer and ADASYN up-sampled features to mitigate miss- ing value 

concerns, while leveraging CNN-generated features to augment the model’s capabilities. Notably, this model achieves 

remarkable performance metrics, boasting a 99.99% accuracy, precision, recall, and F1 score. A comprehensive 

comparative analysis evaluates the proposed model against various machine learning algorithms across four sce- narios: 

original dataset usage, SVM imputation, ADASYN feature utilization, and CNN-gen- erated features. Results indicate 

the superior efficacy of the proposed model over existing state-of-the-art techniques. This research not only introduces 

a novel approach but also offers actionable suggestions for refining automated cervical cancer detection systems. Its 

impact extends to benefiting medical practitioners by enabling earlier detection and improved patient care. Furthermore, 

the study’s findings have substantial societal implica- tions, potentially reducing the burden of cervical cancer through 

enhanced diagnostic accu- racy and timely intervention. 

 

I. INTRODUCTION 

 

Cervical cancer is a cancer that begins in the cervix, an opening of the uterus that links to the vagina. Frequently, it arises 

from an enduring infection with the sexually transmitted virus called human papillomavirus (HPV). H HPV has the 

ability to cause erratic changes in cervical cell structure. If these changes are not treated, they can eventually lead to 

cancer [1]. Cervi- cal cancer ranks as the leading cause of mortality among women, following lung and breastcancer [2]. 

There is a widespread belief that cervical cancer is often considered untreatable when it reaches its advanced stages [3]. 

There have been notable recent advancements in enhancing this disease’s detection through imaging techniques. Based 

on the information given by the World Health Organization (WHO), cervical cancer is the fourth most com- monly 

diagnosed cancer worldwide. Around 570,000 new cases were recorded in 2018 alone, making up 7.5% of all mortality 

from female cancer [4].  

 

Roughly 85% of the projected 311,000 yearly cervical cancer-related fatalities are thought to take place in nations with 

lower- and middle-income economies. Saving lives is greatly aided by early identification of cervical can- cer. In 

comparison to women without HIV, women living with HIV have a six-fold increased chance of getting cervical cancer, 

with HIV thought to be a factor in 5% of cases overall. The availability of essential equipment, consistent screening 

techniques, proper supervision, and the quick diagnosis and treatment of discovered lesions are some of the aspects that 

affect screening efficacy [5].  

 

Squamous cell carcinoma, which accounts for around 70–80% of cases, and adenocarcinoma, which starts from epithelial 

cells in the cervical canal that secrete mucus, are the two main kinds of cervical cancer [6]. Adenocarcinoma has increased 

recently, despite the fact that squamous cell carcinoma is more prevalent and currently accounts for 10 to 15% of uterine 

malignancies. Due to the fact that adenocarcinoma grows in the cervical canal, its screening process is challenging. 

Depending on the kind and stage of the disease at diagnosis, several treatments and prognoses are available for cervical 

cancer. Early detection through regular screenings and HPV vaccination can significantly improve outcomes for peo- ple 

at risk. 
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Cervical cancer encompasses several types, including the most common squamous cell car- cinoma and the second most 

common adenocarcinoma [7]. Each type has unique characteristics, aggressiveness, and treatment considerations, 

underscoring the importance of regular screenings for early detection and appropriate management. Specifically high-

risk strains of the human papillomavirus (HPV) are the main cause of cervical cancer [8]. In HPV-infected women, there 

are several risk factors that might raise the probability of cervical cancer [9]. 

 

Smoking, genital herpes, having several sexual partners, a weaker immune system, poorer socioeconomic position, 

insufficient genital cleanliness, and a larger number of childbirths are among these risk factors. Cervical cancer symptoms 

might vary based on the size of the tumour and the stage of the disease. The biggest issue, however, is in the early stage, 

which fre- quently has no visible signs and is generally identified inadvertently during normal yearly check-ups. 

Approximately 90% of patients have evident symptoms in the latter stages [10]. 

 

The key sign connected with cervical cancer is irregular vaginal bleeding. Early screening for cervical cancer is essential 

for detecting precancerous or cancerous changes in the cervix. Common screening methods include Pap smears and HPV 

tests [11]. However, these screenings have limitations, such as false positives and negatives, age-related factors, limited 

access to screening in some areas, and the focus on certain types of cervical cancer. Cervical cancer screening typically 

entails a gynaecological examination, which can cause discomfort and pain for patients [12]. The unease associated with 

this examination may lead to delays or avoidance, impeding the timely diagnosis of cervical cancer. Because of this, the 

death rate in these nations is substantially higher, with low-income countries accounting for nearly nine out of every ten 

cervical cancer-related fatalities [6]. It is crucial to increase cer- vical cancer screening rates since at an early stage it has 

relatively good 5-year survival rates, increasing to 90% [13]. Nevertheless, these screening rates vary among countries, 

with devel- oped nations exhibiting higher rates, while developing countries face alarmingly low screening participation 

[14]. Cervical cancer prevention strategies differ, but depending on screening tests are inadequate. Early diagnosis is 

imperative to prevent fatalities from invasive forms of the disease. 

 

Presently, ML, DL, and computer vision are emerging as valuable approaches for diagnos- ing medical conditions [15]. 

ML models have significantly improved the results of medical diagnosis [16]. Bhavani and Govardhan [17] proposed 

stacked ensemble model using SMOTE for predicting cervical cancer. Karamati et al. [18] also applied SMOTE and 

KNN features and applied multimodel approach for cervical cancer detection. Li et al. [19] used CNN for screen- ing of 

cervical cancer patients. While recent studies have made significant strides in applying machine learning techniques, 

such as ensemble models and advanced sampling methods, to predict cervical cancer, there remains a need to 

comprehensively assess the combined impact of these approaches on improving accuracy, handling missing data, 

addressing class imbal- ances, and extracting complex features. Moreover, limited research has specifically evaluated 

the effectiveness of integrating Convolutional Neural Networks in conjunction with traditional ML methods for cervical 

cancer prediction. ML algorithms achieve accurate and reliable results by applying diverse preprocessing methods, like 

data cleansing and feature engineering, to the medical dataset. These discoveries can help medical practitioners diagnose 

illnesses quickly and give patients the best care possible. This paper employs ML techniques to develop a computer-

aided diagnosis (CAD) system for the accurate and prompt identification of can- cer. The following significant 

contributions are provided by this study: 

 

• An ML-driven framework is proposed for predicting cervical cancer in patients. A voting classifier is 

incorporated into the suggested model to improve prediction accuracy. 

• The SVM imputation method is employed to generate artificial missing values, aiming to mitigate the challenge 

posed by incomplete data. 

• ADASYN (Adaptive Synthetic Sampling), an oversampling technique that generates syn- thetic minority class 

samples, is applied to address class imbalance issues. 

• To handle complex features, this research employs a Convolutional Neural Network (CNN). 

• The effectiveness of the suggested method is assessed using four scenarios: the original data- set, the dataset 

with SVM imputation alone, the dataset with SVM imputation followed by ADASYN, and with CNN generated features 

dataset. 

 

The paper is organised as follows: An extensive analysis of the current classification methods for cervical cancer 

diagnosis is given in Section. In Section further detail on the dataset and the suggested cervical cancer detection 

methodology is provided which employs several classification algorithms and up-sampling methods.  

 

The purpose of Section is to provide the findings of the research and promote discussion. The work is finally concluded 

in Section which also suggests possible lines of inquiry for further study. 
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II. RELATED WORK 

 

During the recent years, there has been a surge in the development and application of ML models to accelerate research 

and innovation in various domains. Numerous investigations have been done in the categorization of cervical cancer [20, 

21]. Various studies and their find- ings are summarized in this section. 

 

ML and DL models are extensively being used in medical diagnostics, including breast can- cer diagnosis [22], lung 

cancer detection [23], colorectal cancer [24], and numerous other healthcare applications [25–27]. Some research works 

applied DL approaches in various tasks like ALzheimer’s diagnosis [28], medical imaging [29], and pathology image 

segmentation [30]. Medical diagnosis has been upgraded by different tools and techniques like surgical anal- ysis [31], 

EEG encoding [32], CT imaging [33, 34], and surgical navigation [35].  

 

The discrete wavelet and cosine transform were used by Kalbhor and colleagues in their research study [36] to extract 

characteristics. They used the fractional coefficient technique to effectively decrease the dimensionality of these 

characteristics. The reduced characteristics were then fed into seven different machine learning classifiers in an effort to 

discriminate between various cervi- cal cancer subgroups. In another research investigation conducted by Devi and 

Thirumurugan [37], They used the C-means clustering technique to divide cervical cells. They then retrieved texture 

information and used Principal component analysis (PCA) for dimension reduction of the collected data. Following that, 

scientists used the K-nearest neighbours (KNN) method to categorise the cervical cells, attaining an excellent accuracy 

rate. 

 

Alquran et al. [38] concentrated on cervical cancer classification. They integrated DL with a cascading SVM to attain 

precise outcomes. By combining methodologies, they effectively cate- gorized cancer into seven groups, achieving a 

remarkable accuracy score. In another investiga- tion, Kalbhor et al. [39] developed a novel hybrid approach that included 

DL and ML models, and a fuzzy network. Technique focused on feature engineering and Pap-smear picture catego- 

rization. They used transfer learning models such as AlexNet, GoogleNet, and ResNet. The experimental evaluation was 

done by utilising well-known datasets. Notably, the greatest clas- sification accuracy was achieved by ResNet-50 

architecture. Various other domains applied the advanced techniques [40, 41]. 

 

Radiation enteritis (RE) causes treatment intolerance or radiotherapy cessation, which severely lowers the patient’s 

quality of life. The adverse effects of radiation therapy in patients with cervical cancer can be greatly decreased if the 

RE in patients can be anticipated in advance and focused therapeutic preventative treatment can be implemented. 

Additionally, the optimisation of the radiotherapy strategy and the choice of a customised radiation dose depend on the 

precise prediction of RE. Ma et al. [42] investigated the relationship of RE and dose volume in cervical cancer patients. 

Cancer diagnosis involves invasion [43] and migra- tion of cancer cells [44–46]. The quality life of cervical cancer patient 

survivors has been ana- lyzed in [47]. 

 

Tanimu et al. [48] conducted a research study with a primary focus on identifying risk fac- tors linked to cervical cancer. 

They employed the decision tree (DT) classification algorithm and leveraged LASSO (least absolute shrinkage and 

selection operator) feature engineering methods and feature reduction techniques. These methods were used to pinpoint 

the critical characteristics to identify cervical cancer. The dataset utilized in their research presented chal- lenges such as 

missing values and significant class imbalance. To tackle these issues, the research team adopted a technique known as 

SMOTETomek. The outcomes revealed that their proposed approach achieved outstanding accuracy. In a comparative 

analysis, Quinlan and colleagues [49] evaluated several ML classifiers for cervical cancer categorization. The dataset 

utilized in their analysis also showed signs of class imbalance, necessitating a method to solve this problem. To address 

the issue of class imbalance, the researchers used the SMO- TE-Tomek in conjunction with a highly tailored RF. The 

findings showed that when combined with SMOTE-Tomek, the RF classifier attained an extraordinary accuracy rate. 

 

Abdoh and colleagues [50] introduced a system for cervical cancer classification, employing the RF in conjunction with 

the SMOTE. hey also incorporated two feature reduction techniques. Their experiment used a dataset with thirty 

characteristics.  

 

The study looked at the effect of changing the feature size and discovered that utilizing SMOTE in conjunction with RF 

and other characteristics produced an excellent accuracy rate. Ijaz and colleagues [51] pre- sented a data-driven approach 

for the detection of cervical cancer. The solution included both outlier identification and the SMOTE. The challenge was 

carried out utilizing the RF method with DBSCAN. According to their findings, when applied to a dataset of various 

features, their proposed method got a reasonable accuracy score. 
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III. PROPOSED APPROACH 

 

The study made use of a dataset obtained from Kaggle, a recognised platform for publicly available datasets. A range of 

preprocessing processes were carried out to improve the efficacy of ML models and handle missing data. The SVM 

imputer was used to deal with missing data values. Following that, the dataset was divided into a 70:30 ratio, with 70% 

allotted as the train set and 30% as a test set. The suggested system used an ensemble tech- nique known as RF + KNN 

+ LR to identify cervical cancer. Voting classifiers are powerful strategies that aggregate results from many models to 

improve accuracy and durability. The models in the voting classifier have their own set of strengths and shortcomings, 

and their combined use results in greater overall performance. In this scenario, the suggested method for detecting 

cervical cancer incorporates three commonly used algorithms: RF, KNN, and LR. Fig 2 shows a process diagram 

explaining this strategy. 

 

The voting classifier works by combining predictions from these three different ML meth- ods. The typical strategy for 

building an ensemble/voting classifier is training numerous classi- fiers using the dataset and then combining their results. 

In this case, the RF, KNN, and LR models were all trained individually on the same dataset. Each model predicts the 

probability of each class inside the target variable. The estimated probabilities are then summed to get a final forecast 

for each instance in the dataset. A popular method for integrating the predictions is to compute a weighted average of 

the expected probabilities defined by the performance of each model on a validation dataset. 

 
 

 
 

Fig 2. The workflow of the proposed methodology 
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Algorithm 1 Ensembling of SV-CNN model. 

 

Input: input data ðx; yÞN 

  

MRF = Trained_RF 

  

i¼1 

 

MKNN = Trained_KNN 

 

MLR = Trained_LR 

 

1: for i = 1 to M do 

2: if MRF 6¼ 0 & MKNN 6¼ 0 & MLR 6¼ 0 & training_set 6¼ 0 then 

3: ProbRF − 1 = MRF.probability(1 − class) 

4: ProbRF − 2 = MRF.probability(2 − class)  

5: ProbCNN − 1 = MKNN.probability(1 − class)  

6: ProbCNN − 2 = MKNN.probability(2 − class)  

7: ProbCNN − 1 = MLR.probability(1 − class)  

8: ProbCNN − 2 = MLR.probability(2 − class) 

9: Decision function = max 1  

Pclassifier 

        Nclassifier 

(Avg(ProbRF−1, ProbKNN−1, ProbLR−1) 

, (Avg(ProbRF−2, ProbKNN−2, ProbLR−2) 

10: end if 

11: Return final label p^ 

12: end for 

 

Lines 3 to 6 of algorithm 1 indicate the probability scores of classes 1 and 2 from RF, KNN, and LR models, respectively. 

The probability score of a classifier, often used in classification tasks, represents the likelihood or confidence that a given 

data sample belongs to a particular class. It is calculated based on the output of the classifier model, such as in this case 

RF, KNN, and LR. This probability is not the final prediction of a specific target class.  

 

It is like a raw score (prediction confidence). To convert raw scores into probabilities, some classifiers employ a 

probability calibration step. This step ensures that the calculated scores are well-cali- brated and can be interpreted as 

probabilities. Based on the probability scores and the chosen threshold (0.5 in this case), the classifier assigns a final 

predicted class label to the data sample. The decision function of line 7 of algorithm 1, decides the final class based on 

the class which has more probability score than the assigned threshold. The working example of the decision function is 

added below for further clarification. 

 

The working of this ensemble can be explained using an example. Each sample that under- goes processing by both the 

SVM and CNN is assigned a probability score. Consider a scenario where the RF model assigns a probability of 0.4 and 

0.7 for class 1 and class 2, KNN model assigns a probability of 0.5 and 0.8 for class 1 and class 2, respectively, and the 

LR model assigns probability scores of 0.5 and 0.4 for the same two classes. Denoting the probability value of x as P(x), 

where x ranges from 1 to 2, the final probability is calculated as follows: 

 

P(1) = (0.4 + 0.5 + 0.5)/3 = 0.46 

P(2) = (0.7 + 0.8 + 0.4)/3 = 0.63 

 

This ensemble approach makes the final class label based on the probability scores for each class from both models used 

for voting. The final label is decided based on the highest average probability using line 7 of algorithm 1. 

 

The proposed model uses the distinct capabilities of three separate ML models to provide results that are both accurate 

and resilient. To generalize the model while decreasing the over- fitting by training models on the cervical cancer dataset 

and fusing their results of predictions. 
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Fig 3 Structure of the proposed ensemble voting classifier 

 

IV. RESULTS 

 

This section discusses the results of experiments and their consequences, with an emphasis on determining the efficacy 

of the suggested methodology in comparison to existing methodolo- gies. The assessment includes a variety of test 

parameters used for the cervical cancer dataset, and the results are contrasted with alternative ML approaches. The tests 

are conducted using the original dataset, the SVM Imputed dataset, the dataset upsampled using AdDASYN and imputed 

with SVM, and the dataset containing CNN features. 

 

A 5-fold cross-validation was undertaken to further confirm the efficacy of the suggested tech- nique. The findings are 

shown in Table 6. Notably, the suggested model has an average accu- racy of 99.27, as well as average precision, recall, 

and F1 score values of 99.96%, 99.96%, and 99.97%. 

 

The comparison of classifiers with the original dataset, with SVM Imputed dataset, With ADA- SYN upsampled and 

SVM Imputed dataset, and with CNN generated features dataset is depicted in Fig 4. When applied to ADASYN-

balanced data, the Voting classifier demonstrates its superiority over all other classifiers. RF, KNN and LR perform 

better than other individual classifiers in every scenario. These findings underscore the significance of selecting the right 

combination of ML approaches for the effective operation of an ensemble ML model. In the context of analyzing 

imbalanced text data, employing data balancing techniques like ADASYN significantly enhances classifier performance. 

 

This highlights the importance of utilizing the statistical technique ADASYN to balance the data before training, as it 

plays a pivotal role in enhancing classifier performance. It becomes apparent that classifiers may not achieve their optimal 

performance when dealing with imbal- anced classes within the original dataset. Consequently, when coupled with the 

SVM imputer and the ADASYN technique for cervical cancer detection, the proposed model demonstrates improved 

generalization and outperforms other models when appropriately configured. 
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ADASYN and SVM imputer are very useful techniques in improving the performance of the models with class imbalance 

problems. When experiments are performed using CNN fea- tures, the results of the classifier have shown significant 

improvement in results. The proposed voting classifier has outperformed with a 99.99% score of accuracy, precision, 

recall and F1 score. Ensembling RF, KNN, and LR models offer a strategic advantage by combining their 

 

 
 

Fig 4. Comparison of model accuracies in all scenarios. 

 

diverse learning approaches to improve predictive performance. This ensemble aims to lever- age the strengths of each 

model: RF’s robustness, KNN’s pattern recognition, and LR’s proba- bilistic interpretation, thereby enhancing overall 

accuracy, reducing overfitting, improving robustness against outliers, and providing a more comprehensive analysis of 

the cervical can- cer dataset. The ensemble, facilitated by a voting classifier, fosters a collective decision-making process, 

resulting in a more robust and accurate predictive model for cervical cancer detection. 

 

Comparative analysis with cutting-edge methods 

To assess the efficacy of the suggested method, a performance comparison with existing mod- els specialised in cervical 

cancer diagnosis is performed. This review includes a selection of current research from the existing studies that serve 

as comparative points. According to one research [48], a cancer detection model using Recursive Feature Elimination 

(RFE) and DT using SMOTETomek obtains an accuracy of 98.82%, precision of 87.53%, recall of 100%, and an F1 

score of 93.333%. Another research [51] uses 10 features for the same job and obtains an accuracy score of 97.72%.  

 

Furthermore, studies [52] applied MLP and [53] used SVM and revealed accuracy rates of 98.10% and 99%, respectively. 

Despite the great accuracy reported in previous research works, the suggested models out- perform them, as shown in 

Fig 5. The suggested method outperforms previous approaches due to three main factors: managing missing data, 

employing an ensemble voting classifier, and adding CNN-generated features.  

 

The novel mix of strategies, which includes correcting miss- ing data, applying ensemble learning, and regulating class 

imbalance, is critical to the observed accuracy gains. While some earlier techniques may have failed to resolve the 

problem of miss- ing data directly, this work uses an SVM imputation strategy in conjunction with ADASYN up-sampled 

features. In addition, the suggested technique makes use of a stacked ensemble voting classifier, which combines the 

results of three independent models. This collaborative approach is advantageous. 

 

https://iarjset.com/


IARJSET 

International Advanced Research Journal in Science, Engineering and Technology 

ISO 3297:2007 Certified  Impact Factor 7.12  Vol. 9, Issue 12, December 2022 

DOI: 10.17148/IARJSET.2022.91225 

© IARJSET                  This work is licensed under a Creative Commons Attribution 4.0 International License                  132 

ISSN (O) 2393-8021, ISSN (P) 2394-1588 

 
 

Fig 5. Comparison of model accuracies in all scenarios. 

 

V. CONCLUSION 

 

Cervical cancer poses a significant threat to women’s health, particularly in developing coun- tries, where it ranks as a 

leading cause of mortality. Timely detection and treatment, guided by skilled medical professionals, are paramount in 

mitigating its devastating impact. Pap smear images have emerged as valuable diagnostic tools for identifying this form 

of cancer. However, numerous datasets designed for automated cervical cancer detection present a common chal- lenge: 

missing values. These gaps in data can substantially hinder the performance of machine learning models, necessitating 

innovative solutions. In response to these challenges, this study introduces an automated system tailored for cer- vical 

cancer prediction. This system demonstrates remarkable proficiency in managing miss- ing values through the utilization 

of ADASYN features, ultimately achieving exceptional levels of accuracy. The cornerstone of the proposed approach is 

a stacked ensemble voting classifier model, strategically combining the predictive capabilities of three distinct machine 

learning models. Furthermore, SVM Imputer and ADASYN up-sampled features are integrated into the proposed 

framework to effectively address concerns related to missing values. The inclu- sion of CNN-generated features further 

bolsters the model’s robustness. 

 

Notably, the outcomes of this study reveal the exceptional performance of the proposed model, boasting remarkable 

metrics such as 99.99% accuracy, 99.99% precision, 99.99% recall, and a 99.99% F1 score. To comprehensively assess 

the proposed model, a comparative analysis is conducted against various machine learning algorithms under four distinct 

scenarios: using the original dataset, employing SVM imputation, incorporating ADASYN features, and harnessing 

CNN-generated features. These comparative evaluations underscore the superior efficacy of the proposed model when 

compared to existing state-of-the-art approaches. The research has the potential to significantly benefit medical 

practitioners by enabling earlier cer- vical cancer detection and improving patient care. Future work aims to develop 

stacked ensembles of machine and deep learning models for enhanced performance on higher-dimen- sional datasets. 
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