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Abstract: The amount of digital content available on the Internet has grown exponentially in recent years, and this rise 

has coincided with an increase in the number of non-English Internet users as a result of the Internet's globalization. This 

emphasizes how crucial it is to make materials available to people who wish to research things rather than  

restricted to the languages they are able to speak. For instance, those who wish to utilize the Internet to research medical 

information about their ailments (self-diagnosis) but are unable to access resources in their native tongue.  

Language barriers are overcome by Cross Lingual Information Retrieval (CLIR), which enables document searches in 

languages other than the query language.  
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I. INTRODUCTION 

 

The digital medical content available online has snowballed in recent years. This growth has the potential to improve 

experience with web medical Information Retrieval (IR) systems, which are more and more used for health consultations. 

Fox [2011] reported that about 80% of Internet searchers in the U.S. looked for health information online, and this number 

was expected to grow. The significant increase of non-English digital content on the Internet had been followed by an 

increase in looking for this information by internet searchers. Grefenstette and Nioche [2000] presented an estimation of 

language size in 1996, late 1999 and early 2000 for documents captured from the Internet. Their study showed that the 

English content had grown by 800%, German by 1500%, and Spanish by 1800% in the same period. Naturally, some 

information that a searcher is looking for might be available only in a language that they do not understand, which makes 

such information not accessible to those searchers. Cross-Lingual Information Retrieval (CLIR) comes to tackle this issue 

and to help internet searchers break language barriers and access valuable information that is not available in their 

language. 

 

II. BACK GROUND AND RELATED WORK 

 

By enabling queries in a language other than the collection language, CLIR facilitates information searches for users. 

This makes it easier for searchers to access a wealth of material that is expressed in multiple languages by bridging the 

language gap.  

 

The since the late 1990s, this challenge has drawn attention from the IR research community. The rise of the Internet was 

a strong indicator of the necessity for CLIR systems, as the amount of digital content available worldwide started to rise 

dramatically. 

 

A CLIR system typically consists of two steps: the translation phase, which translates the document collection into the 

query language or the queries into the language of the document collection. 

 

A.           Dictionary-based Query Translation 

 

CLIR helps users find information by allowing queries in a language other than the collection language. By bridging the 

language divide, this facilitates searchers' access to a multitude of material represented in many languages.  

The IR research community has been paying attention to this topic since the late 1990s. The volume of digital content 

that became available globally began to expand quickly with the emergence of the Internet, which was a strong indicator 

of the need for CLIR systems. The translation phase of a CLIR system usually consists of two steps: either the queries 

are translated into the language of the document collection, or the document collection is translated into the query 

language.  
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III. METHODOLOGIES 

 

All paragraphs must be indented.  All paragraphs must be justified, i.e. both left-justified and right-justified. 

 

A.              Query Translation Using Word Embeddings 

            Finding syntactic and semantic similarities in text and capturing word context in documents are the two main 

objectives of word embedding in natural language processing (NLP). To achieve this, a distributed representation of 

words as dense vectors is introduced. 

 

 Still, the word-embedding technique is not an original attempt at NLP.  

 

The concept originated with Latent Semantic Analysis (LSA) [Deerwester et al., 1990]. LSA is regarded as the first 

method to represent words as vectors in a semantic space. The primary premise upon which LSA is predicated is that 

related words occur in the same textual segments (paragraphs). 

 

B.  Section Headings 

 One type of machine learning model that produces sequential data as output and accepts sequential data as input is called 

the seq2Seq model. Machine translation systems relied on statistical techniques and phrase-based methodologies prior to 

the introduction of Seq2Seq models. Using phrase-based statistical machine translation (SMT) systems was the most 

widely used method. That failed to take into account global context and manage long-distance dependencies. 

Seq2Seq models leveraged neural network power, particularly recurrent neural networks (RNN), to overcome the 

problems. Google's publication "Sequence to Sequence Learning with Neural Networks" presented the idea of the seq2seq 

model. This research paper discusses the architecture that serves as the foundation for tasks related to natural language 

processing. Encoder-decoder models are what the seq2seq models are.  

 

IV. PROPOSED SYSTEM 

 

XLM-RoBERTa is an XLM extension that uses the Transformer model's RoBERTa architecture for pre-training. The 

RoBERTa architecture, an enhanced version of BERT (Bidirectional Encoder Representations from Transformers), 

serves as its foundation. XLM-RoBERTa enhances the capabilities of XLM and integrates the progress from RoBERTa 

to attain superior outcomes in downstream NLP tasks and multilingual language comprehension.  

The main aim of XLM-RoBERTa is to build a more potent and successful cross-lingual language model by utilizing the 

large-scale pre-training and intensive hyperparameter tweaking of RoBERTa's pre-training technique. 

 
Fig: simple XLM-RoBERTa Structure 
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V. RESULTS 

 

A.       Training the model with Dataset 

 

 
 

 

B.          Training Data with and without using NLP 
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C. Encoding the Language Codes 

 

 
 

D.         Accuracy of  Trained Models 

 

 
 

https://iarjset.com/
https://iarjset.com/


IARJSET 

International Advanced Research Journal in Science, Engineering and Technology 

Impact Factor 8.066Peer-reviewed & Refereed journalVol. 11, Issue 3, March 2024 

DOI:  10.17148/IARJSET.2024.11333 

© IARJSET                  This work is licensed under a Creative Commons Attribution 4.0 International License                  215 

ISSN (O) 2393-8021, ISSN (P) 2394-1588 

E.       Vectorization  

 

 
 

F.            Language Translation 
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G. Translation to Different Language 

 

 
 
 

H.       Clip the Text 

 

 
 

VI. CONCLUSION 

 

The CLIR eHealth IR tasks from 2013 to 2015 provided test collections that we could use for CLIR experiments in seven 

different languages: Czech, German, French, Spanish, Hungarian, Polish, and Swedish. On the other hand, our system's 

judgment rate was low and the human translations of the queries were lacking; therefore, in order to thoroughly assess 

our built systems, we carried out an extensive relevance assessment and manually translated the English inquiries to cover 

all the investigated languages. To facilitate more study into the problem, the extended test collection is accessible through 

the LINDAT repository and is licensed under the Creative Commons - Attribution-NonCommercial 4.0 license.  
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