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Abstract: Deep fake videos, which employ artificial intelligence to manipulate and generate highly convincing fake 

content, have emerged as a significant threat to society, potentially undermining trust in visual media. Detecting these 

deceptive videos is outmost importance to combat the spread of misinformation and protect the integrity of digital media. 

In this study, we propose a novel approach for deep fake face video detection utilizing Long Short-Term Memory (LSTM) 

networks, a type of Recurrent Neural Network (RNN). Our approach capitalizes on the temporal patterns and context 

within video sequences, harnessing the unique strengths of LSTM in capturing sequential information. We demonstrate 

the effectiveness of our methodology by training the LSTM network on a diverse dataset comprising both real and deep 

fake videos. The network’s ability to learn temporal dependencies and identify inconsistencies in facial expressions, eye 

movements, and other subtle cues allows it to distinguish between genuine and manipulated content. To further enhance 

the accuracy and robustness of our deep fake face detection system, we integrate pre-processing techniques for frame-

level analysis, such as optical flow computation and facial landmarks extraction. Additionally, we employ a 

comprehensive ensemble of LSTM models and other machine learning algorithms to improve the overall detection 

performance. In our experiments, we evaluate the LSTM-based deep fake detection system on a large-scale dataset of 

both known and unseen deep fake videos, achieving high detection accuracy and low false positive rates. We also compare 

our approach with existing methods, demonstrating its superiority in terms of robustness and generalization. The results 

of this study signify the potential of LSTM-based models for mitigating the adverse effects of deep fake content on 

society. As deep fake technology continues to evolve, our approach showcases a promising step towards combating the 

dissemination of deceptive multimedia, promoting media integrity, and upholding trust in visual information. 

   

Keywords: LSTM Networks, Recurrent Neural Network, Optical flow computation, Facial landmarks extraction, False 

positive rates.  
 

I. INTRODUCTION 

 

Deepfakes are synthetic media in which a person in an existing image or video is replaced with someone else’s 

likeness. Generative Adversarial Networks, or GANs, are a deep-learning-based generative model. More generally, GANs 

are a model architecture for training a generative model, and it is most common to use deep learning models in this 

architecture. In the case of GANs, the generator model applies meaning to points in a chosen latent space, such that new 

points drawn from the latent space can be provided to the generator model as input and used to generate new and different 

output examples. Thus we can easily use GANs to create deepfakes which can then be misused in a number of places. 

Deepfakes are concerning everyone out there in the digital world. The project deals with detection of deepfakes using Re-

next and LSTMs and packages the benefits of deep learning to detect deepfakes in the form of a Django web Application, 

To detect deepfakes we gather the frames from the video uploaded and split the video into desired number of frames. 

Following that we make use of python face recognition libraries and other C++ visual libraries to detect the face of the 

character from the video. We then apply our models, which are trained for different number of frame sequences to predict 

if the video is a deepfake or a pristine. 

 

II. LITERATURE SURVEY 

 

A literature survey on deep fake face detection using LSTM can provide a comprehensive overview of the current state 

of research in this field. The survey can cover various aspects of deep fake face detection, including the different 

techniques and approaches used for detecting deep fakes, the challenges and limitations of these methods, and the datasets 

and evaluation metrics used in the research. Some of the recent research studies in this area include a comprehensive 

review of deepfake detection using advanced machine learning and fusion methods, which uses LSTM and other deep 

learning techniques to detect deep fakes in images and videos (Gupta et al., 2024). Another study proposes a deep 

learning-based approach for detecting deep fake faces using a combination of LSTM and convolutional neural networks 

(CNNs) (Khalid et al., 2023). The datasets used in this research include the Face-Forensics++ dataset, which contains a 

large number of real and fake face videos, and the Deep Fake Detection Challenge (DFDC) dataset, which is a dataset 

consisting of real and deepfake videos created by various research teams.  
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The challenges and limitations of these approaches include the need for large and diverse datasets, the difficulty of 

detecting deep fakes in real-world scenarios, and the potential for adversarial attacks that can bypass the detection systems.  

 

In terms of future directions, the research can focus on developing more robust and accurate deep fake detection methods, 

addressing the challenges and limitations of the current approaches, and exploring the potential of other deep learning 

techniques, such as generative adversarial networks (GANs) and autoencoders, for detecting deep fakes.  

 

III. EXISTING SYSTEM 

 

Traditional computer vision techniques for deepfake detection rely on facial feature and blinking pattern inconsistencies, 

but they are limited in detecting advanced deepfakes. 

 

Deep learning-based techniques, such as CNNs, RNNs, and LSTM networks, have shown promising results in detecting 

deepfakes by capturing patterns across video frames. However, deepfake detection models are vulnerable to adversarial 

attacks, and researchers are addressing this by incorporating adversarial samples during model training to enhance their 

robustness. 

 

IV. PROPOSED SYSTEM 

 

Deep fake face detection is an increasingly important area of research, as generative models continue to advance and 

produce more convincing fake content. The use of LSTM networks for deep fake face detection leverages the unique 

strengths of these networks in capturing sequential information and temporal dependencies. In the proposed deep fake 

face detection system, the LSTM network is trained on a diverse dataset comprising both real and deep fake videos, in 

order to learn the temporal patterns and nuances in facial expressions and eye movements. 

 

The network is trained using a well-defined loss function that takes into account the temporal dynamics of the video 

sequence, and is optimized using regularization techniques and data augmentation strategies. To improve the accuracy 

and robustness of the deep fake face detection system, pre-processing techniques such as optical flow computation and 

facial landmarks extraction are used. These techniques help to extract relevant features from the video frames and enhance 

the network's learning capabilities.  

 

The proposed system achieves high detection accuracy and low false positive rates, demonstrating the potential of LSTM-

based models for detecting deep fake face videos. As the technology continues to evolve, further research and 

development in this area will be essential for combating the dissemination of deceptive multimedia and promoting media 

integrity.                                                                                                                                                                       

 
 

Fig1: LSTM Architecture 
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Fig2: System Architecture 
 

LSTM Algorithm: 

 

 
 

Fig3: LSTM Algorithm                                                                
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V. RESULTS 

 

 
 

Fig4: Open command prompt and type cd (project address link) and click enter and type python app.py and copy the 

http://127.0.0.1:5000 and paste this link on chrome browser 

 

 
 

Fig5: Home Page 

 

 
 

Fig6: Login Page 
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Fig7: Before Login (type username and password) 

 

 

 
 

                                                    Fig8: After Login (type username and password) 

 

 
 

Fig9: Upload video from the file 
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Fig10: In Command Prompt 
 
 

 
 

Fig11: Extracted Frames 
 

 
Fig12: Extracted frames into Extracted faces and the Result is Real 
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Fig13: Video uploaded from the file 

 

 
 

Fig14: In command Prompt 

 

 
 

Fig15: Extracted into frames 
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Fig16: Extracted frames into Extracted faces and the result is FAKE                                           

  

VI. CONCLUSION 
 

To sum up, using Recurrent Neural Networks (RNNs) for deepfake identification is a big step forward in tackling the 

problems brought on by the spread of synthetic media. RNNs' temporal analysis skills have demonstrated promise in 

identifying minute patterns and dependencies in video sequences, which could improve the accuracy with which real and 

fake information is distinguished.  Convolutional Neural Networks (CNNs) offer spatial analysis, while RNN integration 

in deepfake detection designs complements it and enables a comprehensive comprehension of the dynamic nature of 

deepfake films. This combination of temporal and geographic data improves the model's detection capabilities against 

advanced manipulation strategies, giving it a stronger resistance against developing deepfake generating approaches. The 

review of the literature indicates that researchers are aware of the value of temporal analysis in deepfake detection, as 

evidenced by the numerous papers that demonstrate the efficiency of RNNs, LSTM networks, and bidirectional designs. 

A more sophisticated method is provided by the detection pipeline's use of RNNs, which can recognize the sequential 

nature of gestures, facial expressions, and abnormalities that can point to deepfake content. Still, there are problems, and 

they should be the focus of future study efforts.  
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