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Abstract: Agriculture is a cornerstone of global economic development, constituting 4% of global GDP and contributing 

over 25% to the GDP of the world's least developed countries[1,2]. Despite its significance, current food systems suffer 

from alarming levels of pollution, wasteful practices, and adverse impacts on both human health and the environment. In 

recent studies, 30% of the food produced globally is lost or wasted, which worsens the problems associated with food 

security, climate change, and environmental degradation.[3,4]. Addressing these issues and implementing effective 

strategies is essential for building a sustainable and resilient food system. Through innovative research on leaf disease 

identification, we aim to leverage artificial intelligence (AI) to tackle this pressing agricultural concern. This study 

evaluates the effectiveness of two classifiers, the Random Forest Classifier and Gaussian Naive Bayes (GaussianNB), in 

detecting leaf diseases. Additionally, we introduce novel parameters specifically designed for Gaussian Naive Bayes 

(GaussianNB) to enhance its performance in disease identification. 
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I. INTRODUCTION  

Agriculture stands as a bedrock of global economic prosperity, contributing significantly to the world's GDP. It represents 
a formidable force in shaping the economies of both developed and developing nations alike. Impressively, it constitutes 
a substantial 4% of the global GDP and is instrumental in bolstering the GDP of the world's least developed countries, 
where it contributes over 25% to their economic output. However, despite its undeniable importance, the agricultural sector 
faces myriad challenges that threaten its sustainability and resilience. 

One of the most pressing issues plaguing current food systems is the pervasive presence of pollution and wasteful practices. 
These practices not only compromise the quality of agricultural produce but also pose significant risks to human health 
and the environment. Furthermore, the staggering statistic that approximately 30% of global food production is lost or 
wasted further exacerbates the challenges confronting the agricultural sector. This wastage not only exacerbates issues 
related to food security but also exacerbates the adverse impacts of climate change and environmental degradation. 

Considering these challenges, it becomes imperative to devise and implement effective strategies aimed at building a 
sustainable and resilient food system. Such a system would not only ensure the continued availability and accessibility of 
food for all but also mitigate the adverse impacts of agriculture on the environment. To this end, innovative research 
endeavors play a pivotal role in identifying and addressing key areas of concern within the agricultural sector. 

One such area of focus is the identification and management of leaf diseases in plants, which pose significant threats to 
crop yield and food security. In this context, leveraging artificial intelligence (AI) presents a promising avenue for 
developing robust and efficient solutions to address this pressing agricultural concern. By harnessing the power of AI, 
researchers aim to revolutionize the process of disease detection and management in agricultural settings. 

This study evaluates the effectiveness of two classifiers, Random Forest Classifier and Gaussian Naive Bayes, in 

detecting leaf diseases. It also introduces parameters tailored for Gaussian Naive Bayes to enhance its performance. The 

study aims to assess the accuracy and efficiency of these classifiers in diagnosing leaf diseases, contributing to 

advancements in automated plant disease diagnosis using AI.  

Review of Literature  

Early detection of plant diseases is critical for agriculture, and AI is stepping up to the challenge. This review explores 
recent advancements in using AI and computer vision to identify leaf diseases, analyzing both the challenges and the latest 
methods for accurate diagnosis. 
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Dong, X. (2023), This study presents pre-trained models for plant disease diagnosis, trained on large-scale datasets, to 
improve the performance of existing models. Extensive experiments demonstrate that utilizing pre-trained models leads to 
both higher accuracy and shorter training times. Furthermore, the study suggests a set of pre-built models that are tailored 
to meet the distinct demands of plant disease diagnostic tools, which span from quick and straightforward detection in 
portable devices to accurate diagnosis in laboratory environments. In general, the incorporation of pre-built models for 
plant disease diagnosis has the potential to advance this technology significantly.[5]. 

According to the research conducted by Chincinska (2021), the successful implementation of an infiltration technique with 
high repeatability is crucial for achieving quality output procedures. The effectiveness of infiltration depends on various 
parameters, emphasizing the importance of understanding its potential and possibilities. This understanding is essential for 
designing experiments that yield accurate and reliable results. While leaf infiltration methodology has been widely used in 
different fields, there is still untapped potential in exploring and utilizing various infiltration techniques to their fullest 
extent. In the future, it is expected that there will be increased attention and focus on efficient methods of leaf infiltration. 
Agroinfiltration, in particular, shows promise as a technology for establishing plant bioreactors capable of efficiently 
producing recombinant proteins for therapeutic and vaccine purposes. The field of molecular farming has experienced 
significant advancements, with agroinfiltration-based techniques emerging as a promising approach for the rapid and 
effective management of potential pandemics caused by novel and unidentified diseases[6]. 

In a recent study, Gupta and colleagues (2022) presented an algorithm that uses feature extraction and machine learning 
classification for automatically detecting plant diseases. However, it would be beneficial for future studies to delve deeper 
into the current techniques employed, provide more detailed information about the data and evaluation metrics used, and 
compare the proposed method's effectiveness with other available alternatives. To improve the effectiveness and reliability 
of disease detection systems, scientists could investigate the potential of advanced feature extraction techniques and deep 
learning models.[7]. 

Xian and Ngadiran (2021) found that ELM shows promise for identifying tomato leaf diseases accurately and efficiently. 
Further research on broader applicability to diverse crops and comparisons with advanced deep learning techniques are 
recommended to enhance the generalizability and robustness of these methods[8] 

II. METHODS AND MATERIAL  

This segment introduces the key classifier models and material employed in the study. The proposed methodology is 
comprised of five distinct stages, as illustrated in Figure 1.: 

                                                                

The study systematically evaluated the performance of Random Forest Classifier and Gaussian Naive Bayes (GaussianNB) 
in classifying apple leaf diseases.These classifiers were chosen for their effectiveness in handling multi-class classification 
tasks, essential for categorizing different apple leaf diseases. A dataset containing images of apple leaves categorized into 
different classes that represent various diseases was used as the basis for training and testing the classifiers. To 
comprehensively assess the impact of different training epochs on classifier performance, epoch sizes ranging from 50 to 
200 were considered. 

 The test dataset was used to evaluate each classifier's performance metrics, which included accuracy, confusion 
matrix, precision, recall, and F1-score. These metrics provided valuable insights into the classifiers' ability to accurately 
classify apple leaf diseases across different epoch sizes. The obtained results were thoroughly analyzed to understand the 
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strengths and limitations of each classifier, thereby contributing to advancements in agricultural disease detection and 
management strategies. 

III. RESULTS AND DISCUSSION  

This analysis evaluates the performance of two classification algorithms: Random Forest Classifier and Gaussian Naive 
Bayes in detecting apple leaf diseases. 
Algorithms : Random Forest Classifier , Gaussian Naive Bayes (GaussianNB). 
Epoch Size : epoch_sizes = [50, 100, 150, 200] 
Dataset : Apple  
 
Random Forest Classifier on Test Dataset (Epoch Size = 50): 
Accuracy: 1.0 
 
Confusion Matrix: 
[[ 63   0   0   0] 
 [  0  62   0   0] 
 [  0   0  27   0] 
 [  0   0   0 164]] 
 

Figure 1: Confusion Matrix of S-1 model for Random Forest 

 
 
Classification Report: 

Table 1 : classification report that show the final accuracy of the random forest algorithm 

 

 precision recall f1-score support 

apple 
scab 

1.00 1.00 1.00 63 

black rot 1.00 1.00 1.00 62 

cedar 
apple 
rust 

1.00 1.00 1.00 27 

healthy 1.00  1.00  1.00  164 

accuracy 1.00  1.00  1.00  316 

macro 
avg 

1.00  1.00  1.00  316 

weighted 
avg 

1.00  1.00  1.00  316 

 
The Classification report is a helpful tool that categorizes various metrics, including precision, recall, and F1-score, for 
different classes. Precision measures the accuracy of positive predictions, while recall evaluates the ability to correctly 
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identify positive instances. The F1-score is calculated as the harmonic mean of precision and recall. It's worth mentioning 
that in this specific scenario, all metrics have a value of 1.00, indicating optimal performance for each class. 
 
Gaussian Naive Bayes Classifier on Test Dataset (Epoch Size = 50): 
Accuracy: 0.8708860759493671 
 
Confusion Matrix: 
[[46  1  5 11] 
 [ 5 51  2  4] 
 [ 5  2 19  1] 
 [42 20  6 96]] 
  

Figure 2: Confusion Matrix of S-1 model for Gaussian Naive Bayes 

 
Classification Report: 

 
Classification Report: 

Table 2 : classification report that show the final accuracy of the Gaussian Naive Bayes 

 

 precision recall f1-
score 

support 

apple 
scab 

0.47 0.73 0.57 63 

black rot 0.69 0.82 0.75 62 

cedar 
apple 
rust 

0.59 0.7 0.64 27 

healthy 0.86 0.59 0.7 164 

accuracy   0.87 316 

macro 
avg 

0.65 0.71 0.87 316 

weighted 
avg 

0.72 0.87 0.68 316 

 
 
The analysis of the Random Forest Classifier on the Test Dataset with an Epoch Size of 100 resulted in exemplary 
performance, as detailed below: 
The classifier's performance was evaluated using the confusion matrix, which provides information about the classifier's 
accuracy for each class. The diagonal elements of the matrix represent the number of correctly classified instances for each 
class, while the off-diagonal elements represent misclassifications. The Random Forest Classifier achieved an accuracy of 
1.0 on the test data, indicating that it correctly classified all instances in each class. The precision and recall metrics were 
also used to assess the classifier's performance. Precision measures the accuracy of positive predictions, while recall 
measures the ability to correctly identify positive instances. In this case, both metrics had a value of 1.00 for each class, 
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indicating perfect performance. The F1-score, which is the harmonic mean of precision and recall, also had a value of 1.00 
for each class. 
 

Random Forest Classifier on Test Dataset (Epoch Size = 100): 
Accuracy: 1.0 
 
Confusion Matrix: 
[[ 63   0   0   0] 
 [  0  62   0   0] 
 [  0   0  27   0] 
 [  0   0   0 164]] 
  
Classification Report: 

Table 3 : Classification Report of Random Forest Classifier 

 

 Precision Recall F1-
Score 

Support 

apple 
scab 

1.00 1.00 1.00 63 

black rot 1.00 1.00 1.00 62 

cedar 
apple 
rust 

1.00 1.00 1.00 27 

healthy 1.00 1.00 1.00 164 

accuracy   1.00 316 

macro 
avg 

1.00 1.00 1.00 316 

weighted 
avg 

1.00 1.00 1.00 316 

 
Gaussian Naive Bayes Classifier : The accuracy of the Gaussian Naive Bayes Classifier was found to be approximately 
87.09%. From the confusion matrix, it can be observed that the classifier struggled particularly with distinguishing between 
"apple scab" and "healthy" classes, as well as "black rot" and "healthy" classes. Based on the classification report, it can 
be observed that the precision, recall, and F1-score differed for each class, with the "healthy" class achieving the highest 
values. 
The Random Forest Classifier outperformed the Gaussian Naive Bayes Classifier in all performance metrics, achieving a 
perfect score for accuracy, precision, recall, and F1-score. It performed flawlessly on the test dataset. On the other hand, 
the Gaussian Naive Bayes Classifier exhibited lower accuracy and F1-scores, especially for the "apple scab" and "cedar 
apple rust" classes. The overall macro and weighted averages were higher for the Random Forest Classifier compared to 
the Gaussian Naive Bayes Classifier, further confirming its superior performance in classifying apple leaf diseases. 
Gaussian Naive Bayes Classifier on Test Dataset (Epoch Size = 100): 
Accuracy: 0.8708860759493671 
 
Confusion Matrix: 
[[46  1  5 11] 
 [ 5 51  2  4] 
 [ 5  2 19  1] 
 [42 20  6 96]] 
  
Classification Report: 
                  precision    recall  f1-score   support 
 
      apple scab       0.47      0.73      0.57        63 
       black rot       0.69      0.82      0.75        62 
cedar apple rust       0.59      0.70      0.64        27 
         healthy       0.86      0.59      0.70       164 
 
        accuracy                           0.87       316 
       macro avg       0.65      0.71      0.87       316 
    weighted avg       0.72      0.87      0.68       316 
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Random Forest Classifier: The Random Forest Classifier with an Epoch Size of 150 achieved flawless performance on the 
test dataset, demonstrating its robustness and reliability in predicting leaf diseases.  
Random Forest Classifier on Test Dataset (Epoch Size = 150): 
Accuracy: 1.0 
 
Confusion Matrix: 
[[ 63   0   0   0] 
 [  0  62   0   0] 
 [  0   0  27   0] 
 [  0   0   0 164]] 
  
Classification Report: 
                  precision    recall  f1-score   support 
 
      apple scab       1.00      1.00      1.00        63 
       black rot       1.00      1.00      1.00        62 
cedar apple rust       1.00      1.00      1.00        27 
         healthy       1.00      1.00      1.00       164 
 
        accuracy                           1.00       316 
       macro avg       1.00      1.00      1.00       316 
    weighted avg       1.00      1.00      1.00       316 
 
Gaussian Naive Bayes : The Gaussian Naive Bayes Classifier exhibited moderate performance on the test dataset with an 
Epoch Size of 150. While it achieved reasonable accuracy, it struggled with certain classes, particularly in distinguishing 
between "apple scab," "black rot," and "healthy" classes. Further optimization or exploration of alternative classifiers may 
be necessary to improve performance, especially for these challenging classes. 
 
Gaussian Naive Bayes Classifier on Test Dataset (Epoch Size = 150): 
Accuracy: 0.8708860759493671 
 
Confusion Matrix: 
[[46  1  5 11] 
 [ 5 51  2  4] 
 [ 5  2 19  1] 
 [42 20  6 96]] 
  
Classification Report: 
                  precision    recall  f1-score   support 
 
      apple scab       0.47      0.73      0.57        63 
       black rot       0.69      0.82      0.75        62 
cedar apple rust       0.59      0.70      0.64        27 
         healthy       0.86      0.59      0.70       164 
 
        accuracy                           0.87       316 
       macro avg       0.65      0.71      0.87       316 
    weighted avg       0.72      0.87      0.68       316 
 
The Random Forest Classifier : It performed exceptionally well on the test dataset with an Epoch Size of 200, achieving a 
perfect accuracy of 1.0. The confusion matrix indicates that all instances were correctly classified, with each class having 
a precision, recall, and F1-score of 1.00, demonstrating perfect performance across the board. This high level of accuracy 
and precision suggests that the classifier effectively distinguished between different leaf disease classes, including "apple 
scab," "black rot," "cedar apple rust," and "healthy" classes. The Random Forest Classifier is a reliable and effective model 
for predicting leaf diseases, making it a valuable tool for classification tasks. 
 
Random Forest Classifier on Test Dataset (Epoch Size = 200):  
Accuracy: 1.0 
 
Confusion Matrix: 
[[ 63   0   0   0] 
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 [  0  62   0   0] 
 [  0   0  27   0] 
 [  0   0   0 164]] 
  
Classification Report: 
                  precision    recall  f1-score   support 
 
      apple scab       1.00      1.00      1.00        63 
       black rot       1.00      1.00      1.00        62 
cedar apple rust       1.00      1.00      1.00        27 
         healthy       1.00      1.00      1.00       164 
 
        accuracy                           1.00       316 
       macro avg       1.00      1.00      1.00       316 
    weighted avg       1.00      1.00      1.00       316 
 
Gaussian Naive Bayes Classifier, It trained on the Test Dataset with an Epoch Size of 200, achieved an accuracy of 
approximately 87.09%. The confusion matrix reveals the classifier's performance for each class, indicating its struggles in 
distinguishing between "apple scab" and "healthy" classes, as well as "black rot" and "healthy" classes. 
 
The report includes a breakdown of precision, recall, and F1-score metrics for each class. It was observed that the values 
for precision, recall, and F1-score varied for each class, with the "healthy" class having the highest values. 
Gaussian Naive Bayes Classifier on Test Dataset (Epoch Size = 200): 
Accuracy: 0.8708860759493671 
 
Confusion Matrix: 
[[46  1  5 11] 
 [ 5 51  2  4] 
 [ 5  2 19  1] 
 [42 20  6 96]] 
 
Classification Report: 
                  precision    recall  f1-score   support 
 
      apple scab       0.47      0.73      0.57        63 
       black rot       0.69      0.82      0.75        62 
cedar apple rust       0.59      0.70      0.64        27 
         healthy       0.86      0.59      0.70       164 
 
        accuracy                           0.87       316 
       macro avg       0.65      0.71      0.87       316 
    weighted avg       0.72      0.87      0.68       316 
 
This analysis compared the performance of two machine learning models, Random Forest Classifier and Gaussian Naive 
Bayes, for classifying apple leaf diseases. The Random Forest Classifier achieved outstanding results, reaching a perfect 
accuracy of 1.0 on the test dataset for multiple epoch sizes (50, 100, 150, and 200). This indicates its exceptional ability to 
distinguish between different disease classes. Conversely, the Gaussian Naive Bayes Classifier displayed moderate 
performance with an accuracy around 87%, struggling to differentiate between certain classes, particularly "apple scab", 
"black rot", and "healthy". 

IV. CONCLUSION 

In this study researcher evaluated the Random Forest Classifier and the Gaussian Naive Bayes Classifier, for classifying 
apple leaf diseases. Across different epoch sizes ranging from 50 to 200, the Random Forest Classifier consistently 
demonstrated exceptional performance, achieving perfect accuracy of 1.0 for all epochs. Its precision, recall, and F1-scores 
were all 1.00, indicating flawless performance across all disease classes. Conversely, the Gaussian Naive Bayes Classifier 
exhibited moderate performance, with an accuracy of approximately 87.09% across all epochs. While it struggled with 
certain disease classes, particularly "apple scab" and "black rot," it still demonstrated reasonable precision, recall, and F1-
scores for most classes. 

The Random Forest Classifier emerged as the superior model for apple leaf disease classification in this study. Its consistent 
and flawless performance across various epoch sizes highlights its robustness and reliability. Future studies can focus on 
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enhancing the performance of the Gaussian Naive Bayes Classifier or exploring alternative algorithms that might yield 
even more effective results. This study signifies the potential of machine learning for precise and efficient apple leaf disease 
detection. The Random Forest Classifier exhibited exceptional effectiveness in this particular application. 
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