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Abstract: Healthcare is a critical component of the medical industry in the modern digital era, as consumers look for
pertinent health information online. Although the internet is a great resource, consumers may find it difficult to get useful
information due to the large amount of scattered clinical data across multiple websites. Sentiment analysis, machine
learning, and natural language processing (NLP) are used by an advanced drug recommendation system to examine user
opinions in drug-related content. After processing this data, machine learning algorithms customize recommendations
based on user profiles and adjust to changing sentiments over time. In order to accurately evaluate sentiment in user
evaluations, natural language processing (NLP) is essential for comprehending and contextualizing linguistic nuances.
The amalgamation of quantitative and qualitative data yields highly customized and context-sensitive recommendations,
thereby augmenting the user experience in its entirety. In this paper, a drug recommender system based on user-generated
drug reviews sentiment analysis is presented. With an emphasis on filling the knowledge vacuum in sentiment analysis
research related to healthcare, the system seeks to assist patients in choosing medications with knowledge.
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. INTRODUCTION

The surge in coronavirus cases has led to a scarcity of doctors, particularly in rural areas where specialists are limited
compared to urban regions. Considering that it takes a doctor six to twelve years to obtain the appropriate qualifications,
the rapid growth of the physician workforce presents difficulties. Therefore, in light of this issue, it is essential to improve
the telemedicine framework.The current research is an innovative attempt to transform the drug recommendation
paradigm in the rapidly changing field of healthcare technology. This program seeks to provide a complex, context-aware
system by combining the strengths of sentiment analysis[7], machine learning[2], and natural language processing (NLP)
in a way that goes beyond traditional approaches. The fundamental idea is to comprehend and utilize the rich tapestry of
user attitudes that are woven into drug-related content and are taken from a variety of sources, including social media,
forums, and reviews[8]. Sentiment analysis interprets the complex range of user experiences and preferences, acting as
the project's compass[]. Machine learning assumes control by using algorithms to dynamically process this sentiment-
rich data and modify and improve medication suggestions depending on the profiles of specific users[5]. The system
adapts to changing user feelings by means of a continual learning mechanism, which guarantees a personalized and
responsive healthcare experience. In addition, natural language processing (NLP) plays a critical role in deciphering the
nuances of language in user reviews, guaranteeing a complex interpretation of sentiments that transcends simple
quantitative measurements[3]. As the project develops, the combination of these technologies pushes the medication
recommendation system into new domains, enabling it to comprehend user feedback both qualitatively and
quantitatively[1]. By providing users with context-aware and tailored medication recommendations that go beyond the
constraints of conventional recommendation systems, this all-encompassing method has the potential to provide a
revolutionary healthcare solution[9]. The initiative aims to redefine user involvement through this novel confluence of
technology and healthcare, ultimately improving the entire experience in the dynamic domain of pharmaceutical
recommendations.

1. LITERATURE SURVEY

In 2023[1], it presents an intelligent disease prediction and drug recommendation prototype using machine learning
algorithms. The model uses Multinomial Naive Bayes, Extra Tree Classifier, Decision Tree Classifier, and Support
Vector Machine models, with an accuracy of 89.93%. Another approach In 2023[2], it explores the application of
machine learning for sentiment analysis in drug reviews, a critical task for extracting insights from online data. Evaluating
various algorithms and feature engineering techniques on a public dataset, the study demonstrates their effectiveness in
accurately capturing sentiment, with high accuracy and F1-score. The findings have practical implications for healthcare
professionals, providing valuable insights into patient opinions on drugs and aiding in drug development and
regulatory processes.
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Also, In 2023[3] ,The paper uses natural language processing and machine learning techniques to analyze a large database
of medication reviews, achieving high accuracy rates of 85.12% and 89.3%, providing valuable insights into consumer
sentiments. In 2023[4], this study is to elevate categorization scores through the application of NLP and ML algorithms.
Random Forest trained on CV, outperforming previous outcomes, attains an accuracy of 96.65% and an F1 score of
96.42%. These results offer significant insights into the healthcare domain. Also, in 2023[5], Online recommender
systems, driven by Machine Learning, are increasingly vital in healthcare, aiding hospitals and patients with precise drug
recommendations. As patients often seek online advice before consulting doctors, these systems offer accurate clinical
predictions efficiently. During emergencies, they provide reliable information on medications, dosage, and side effects
based on individual parameters. Decision trees, particularly effective, enhance the integrity and privacy of patient data,
ensuring safe medication recommendations in urgent situations. Also, In 2023[6],The paper introduces novel approaches
using patient reviews to predict sentiment and employs TF-IDF for feature extraction. Experimental results demonstrate
that the Random Forest Classifier outperforms other models in terms of Precision, Recall, F1-Score, and achieves a
notable accuracy of 93%. And In 2022[1], This paper proposes a medication recommendation system based on patient
reviews, utilizing sentiment analysis for optimal disease-specific recommendations. Leveraging technical algorithms like
LDA and PCA can enhance topic modelling, aiding in the investigation of medical history and preventing errors. In
2022[2],it introduces a novel sentiment analysis model based on Machine Learning algorithms. Stop words are used for
data preprocessing, and count vectorization transforms text data into vectors for feature extraction. The sentiment
(positive, negative, or neutral) is determined using the Random Forest (RF) classifier, offering accurate sentiment
classification for users or industries requiring sentiment analysis. In 2021 [1],it explains about the surge in electronic data
in healthcare has made accurate symptom research challenging. Machine Learning offers an efficient solution with
Disease Prediction, a system that predicts diseases based on user-provided symptoms using algorithms and
dataset comparisons. In 2021[2] It is an exploring explainable recommendation systems, this paper introduces a deep
learning architecture employing LSTM and GRU methods for sentiment analysis in recommendation explanations.
Evaluation on an Amazon dataset reveals superior performance compared to a state-of-the-art method.

1. DATASET

A ] C D E F G H
1 |uniguelD drugName condition review rating date usefulCount
2 206461 Valsartan Left Ventricular Dysfunction "It has no side effect, | take it in combination of Bystalic 5 Mg and Fish Oil" 9 s 27
3 95260 Guanfacine ADHD "My son is halfway through his fourth week of Intuniv. We became concerned when 8 sutsEE 192
4 92703 Lybrel Birth Control "l used to take another oral contraceptive, which had 21 pill cycle, and was very happy- 5 T 17
5 138000 Ortho Evra Birth Control "This is my first time using any form of birth control. 1&#039;m glad | went with the patc 8 sutsEE 10
6 35696 Buprenorphine / naloxone Opiate Dependence "Suboxone has completely turned my life around. | feel healthier, 1&£039;m excelling ¢ 9 s 37
7 155963 Cialis Benign Prostatic Hyperplasia "2nd day on 5mg started to work with rock hard erections however experianced headac 2 s 43
8 165907 Levonorgestrel Emergency Contraception "He pulled out, but he cummed a bit in me. | took the Plan B 26 hours later, and took a p 1 st 5
9 102654 Aripiprazole Bipolar Disorde "Abilify changed my life. There is hope. | was on Zoloft and Clonidine when | first starte 10 e 32
10 74311 Keppra Epilepsy "1Ve had nothing but problems with the Keppera : constant shaking in my arms &amp; 1 shsaassg 1
11 48928 Ethinyl estradiol / levonorgestrel Birth Control "I had been on the pill for many years. When my doctor changed my RX to chateal, it wz 8 s 1
12 29607 Topiramate Migraine Prevention "l have been on this medication almost two weeks, started out on 25mg and working m 9 01-Jan-15 19
13 75612 L-methylfolate Depression "l have taken anti-depressants for years, with some improvement but mostly 10 it 54
14| 191290 Pentasa Crohn's Disease "I had Crohn&#039;s with a resection 30 years ago and have been mostly in remission si 4 06-Jul-13 8
15| 221320 Dextromethorphan Cough "Have a little bit of a lingering cough from a cold. Not giving me much trouble except ke 4 g 1
16 98494 Nexplanon Birth Control "Started Nexplanon 2 months ago because | have a minimal amount of 3 shtamsng 10
17 81890 Liraglutide Obesity "l have been taking Saxenda since July 2016. | had severe nausea for about a month ont 9 19-Jan-17 20
18 43188 Trimethoprim Urinary Tract Infection "This drug worked very well for me and cleared up my UTI in a matter of 48hrs, although 9 shuaEssg 0
19| 219869 Amitriptyline ibromyalgia "'|&#039;ve been taking amitriptyline since January 2013 after being diagnosed with fibr 9 shuaEssg 39
20| 212077 Lamotrigine Bipolar Disorder "'|&#039;ve been on every medicine under the sun (it seems) to manage the hypomanic 10 it 18
21 119705 Nilotinib Chronic Myelogenous Leukemia "I have been on Tasigna for just over 3 years now (300mg x 2 times a day) Tasigna worke 10 it 1
22 12372 Atripla HIV Infection "Spring of 2008 | was hospitalized with pnuemonia and diagnosed with Lyme diease ant 8 09-Jul-10 1
23| 231466 Trazodone Insomnia "I have insomnia, it&#039;s horrible. My story begins with my PCP prescribing me Proza 10 43

We are extracting datasets from UCI ML Drug Review dataset ,the dataset is of 7 attributes consisting of unique id, drug
name, condition, review, rating, date , wuseful count . The datasets are downloaded using a
https://www.kaggle.com/datasets/jessicali9530/kuc-hackathon-winter-2018 . This dataset contains Patient reviews on
specific drugs along with related conditions and a 10 star patient rating reflecting overall patient satisfaction.

V. METHODOLOGY

In this technique, which includes a comprehensive approach from data collection to deployment, aims to change
healthcare services. We collect various spoken inputs, tag them with sentiment labels, then use cutting-edge NLP methods
to extract important data. By combining sentiment analysis and natural language processing, we create a system that can
comprehend textual content and its emotional context.

This provides input for a machine learning model that makes tailored drug recommendations, improving patient care

effectiveness and guaranteeing ongoing development via testing and practical application.The methodology involves
several steps:
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1: Data Collection
Firstly, a comprehensive dataset of drug reviews and textual input is meticulously collected from reliable sources such
as medical forums, social media, and healthcare databases

2: Preprocessing and Integration
Preprocess the collected data to handle missing values, outliers, and standardize formats. Integrate sentiment data with
clinical and patient information to create a unified dataset for analysis.

3: Sentiment Analysis Model Selection
Choose a suitable sentiment analysis model based on the nature of the data and the sentiments to be analyzed. Common
techniques include natural language processing (NLP), machine learning (ML) models (e.g., sentiment classifiers)

4: Training the Sentiment Analysis Model
Train the selected sentiment analysis model using the labeled sentiment data. Fine-tune the model to recognize sentiments
relevant to drug experiences, including positive, negative, and neutral sentiments.

5: Integration with Drug Recommendation System

Integrate the trained sentiment analysis model with the drug recommendation system. Design a mechanism to incorporate
sentiment analysis results into the recommendation algorithm, considering factors such as patient preferences,
satisfaction, and concerns.

6: Validation and Evaluation

Validate the integrated system using separate datasets or through a controlled pilot study. Evaluate the performance of
the drug recommendation system by assessing its ability to provide accurate, relevant, and personalized drug
recommendations.

7: Recommendations of drugs and Monitoring

Deploy the drug recommendation system in a healthcare setting, monitoring its performance and user satisfaction.
Implement mechanisms for ongoing monitoring, maintenance, and updates.

~ R ==
Drug Review = Data Cleamng and 5
DataSet Preprocessmg
-

Prediction of Medical

b Model Selection < Model Validation

Figl. Methodology diagram

V. RESULTS

Models Accuracy
Naive Bayes 0.970
Passive Aggressive Classifier | 0.978
TFIDF 0.981
TFIDF: Bigrams 0.987
TFIDF: Trigrams 0.986

Fig2: Accuracy of the above five models
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Naive Bayes: Achieves 97.0% accuracy using a simple probabilistic classification algorithm based on Bayes' theorem
with strong independence assumptions.

ISSN (0) 2393-8021, ISSN (P) 2394-1588

3
)

Passive Aggressive Classifier: Demonstrates high accuracy of 97.8% by incrementally updating the model based on
correct and incorrect classifications, suitable for online learning scenarios.

TFIDF: Provides an accuracy of 98.1%, utilizing the Term Frequency-Inverse Document Frequency method to reflect
the importance of a word in a document relative to a collection of documents.

TFIDF with Bigrams: Improves accuracy to 98.7% by considering pairs of consecutive words in addition to individual
words, capturing more context.

TFIDF with Trigrams: Maintains high accuracy at 98.6% by extending analysis to sequences of three consecutive words,
providing even more context for classification.
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Fig 3: Naive Bayes Classification Fig 4: Passive Aggressive Classifier
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Fig 5: TFIDF Classification
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VI SNAPSHOTS

1. Login Page

Medical Condition Predictor and Drug Recommender (MCPDR)

User Login

Fig 1: Login Page for the user to our Medical Condition Predictor and Drug Recommender to sign in with user email
and password to access personalized recommendations.

2. Home Page

Enter Medical issue for Getting Drug Recommendation :

PREDICT

Fig 2: Home page to provide personalized healthcare solutions with our Medical Condition Predictor and Drug
Recommender. Predict, speak, or text your symptoms for tailored recommendations.
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3.Enter Medical Issues for Drug Recommendation

Enter Medical issue for Getting Drug Recommendation :

“March 2014 | started breaking out so bad | cried. I didnt;

‘know why | was breaking out because | was clear for fives years on ortho tri gyclen.
All of sudden | had huge painful acne all of my chin and above my lip.
| tried everything and nothing worked. Decemeber 2014 | finally tried yaz.

At first my acne got worse and | started losing hope. But | imediallty noticed that | had fewer cystic

PREDICT

Fig 3: Enter Medical issues for drug Recommendation and symptoms to receive precise predictions and tailored drug
recommendations. Our advanced algorithms analyze your input to provide insightful guidance for the health journey.

4. Drug Prediction

PREDICT

Original Content Predicted Condition
"March 2014 | started breaking out
50 bad | cried. | didnt; know why |
was breaking out because | was clear
for fives years on ortho tri cyclen. All
of sudden | had huge painful acne all

Drugs (Recommendation)

Fig 4: Drug Prediction tailored to your specific medical needs. Our sophisticated algorithms analyze your symptoms
and medical history to recommend the most suitable medications
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5. Nearby Location of Drug Recommenders

@ Bangak 0. Ag Fedup ofendless wiait?
19 Bangalore 0. Ame
. - Look for dlinic with Prime @

PatientStories ~  AllFitters ~ SortBy Relevance

205 Best Doctors for Acne Treatment in Bangalore Sefetyof yourdata

@ Book appointments with minimum wait-time & verified doctor details Top dactor specialities in Bangalore

Dr. Nithya Raghunath

Dermatologist
15 years experience overall
-
t"_ Kalyan Nagar,Bangalore - Contura Clinic & Available on Tus, 07 May
" practor %300 Consultation fee at clinic —
Skink Hoir Book Clinic Visit
. . [
713 Patient Stories
Y, Contact Clinic
Dr. Parthasarathi Dutta Roy
Dermatologist
21 years experience overall & Available Today
o MG Road Bangalore - Dr. Partha Sarathi's Asian Hair And Skin Hospitals + 3 more Book Clinic Visit
700 Consultation fee at clinic MoBooking Fee
. . Book Video Consult

Dr. Sankeerth Vijayakumar
Dermatologist
w 14 years experience averall B Available Today

Fig 5: Nearby Location of Drug Recommenders Locates nearby drug recommenders for personalized health
consultations. Our platform connects you with trusted professionals in your area, ensuring convenient access to expert
advice.

VILI. CONCLUSION

The cutting-edge drug recommendation system, which makes use of NLP, machine learning, and sentiment analysis, is
a revolutionary step forward for customized healthcare. This combination of technologies ensures a responsive and
context-aware user experience by dynamically adapting recommendations and decoding user attitudes.

The algorithm provides ideas that are rich in qualitative information, beyond quantitative measurements by
comprehending the subtleties of language used in reviews. As the project develops, it aims to completely transform the
field of pharmaceutical recommendations by providing users with a customized, flexible, and all-encompassing approach
to their healthcare experience. In the future, technology will be seamlessly integrated with user feedback, bringing
healthcare advice to previously unheard-of levels of personalization and comprehension.
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