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Abstract: The agricultural industry faces significant challenges in maintaining crop health and productivity due to plant 

diseases. Traditional methods of plant disease detection are labor-intensive, time-consuming, and often prone to human 

error. With advancements in artificial intelligence (AI), particularly deep learning (DL) algorithms, automated plant 

disease detection has emerged as a powerful tool for precision agriculture. This paper explores the application of deep 

learning techniques, such as convolutional neural networks (CNNs), for detecting plant diseases through image analysis, 

highlighting the efficiency, accuracy, and scalability of these methods in real-time agricultural scenarios. We also discuss 

the integration of deep learning models with smart farming technologies, offering a comprehensive solution for early 

disease detection and intervention. 

Keywords: Automated Plant Disease Detection, Precision Agriculture, Deep Learning, Image Classification, 
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I.INTRODUCTION 

Agriculture is the backbone of food security, yet crop losses due to plant diseases pose a serious threat to global 

agricultural productivity. In traditional farming, plant disease identification relies on expert knowledge, manual 

inspection, and chemical testing, which are not scalable for large farms. Precision agriculture, which leverages AI 

technologies, has revolutionized this sector by providing real-time, automated solutions for crop health monitoring. 

Deep learning, especially convolutional neural networks (CNNs), has proven to be highly effective for image-based tasks 

such as object recognition, making it a promising candidate for plant disease detection. This paper examines the 

effectiveness of deep learning models for identifying various plant diseases using image datasets, aiming to assist farmers 

in timely disease management and sustainable farming practices. 

II.LITERATURE REVIEW 

Numerous studies have been conducted on AI and plant disease detection. Early approaches involved traditional machine 

learning models like support vector machines (SVMs) and k-nearest neighbors (KNNs). While these models offered 

reasonable accuracy, they required handcrafted feature extraction, which limited their performance in complex 

environments (ar5iv). 

The rise of deep learning, especially CNNs, revolutionized image classification tasks, offering superior performance due 

to automatic feature extraction and end-to-end learning capabilities. Research has shown that CNN models such as 

AlexNet, VGG16, and ResNet50 are highly effective for plant disease classification (KDnuggets). CNN-based 

architectures can learn intricate patterns in diseased leaves, enabling accurate and fast classification without the need for 

manual feature engineering. 

Study Objective Methodology Key Findings Limitations 

Mohanty et al. 

(2016) 

Detect plant 

diseases using deep 

learning from image 

datasets 

CNN-based image 

classification with 

PlantVillage dataset 

Achieved 99.35% 

accuracy using deep 

CNNs for disease 

detection 

Limited to dataset 

conditions, performance 

drops in real-world 

scenarios 

Ferentinos 

(2018) 

Application of deep 

learning in plant 

disease diagnosis 

Utilized CNN 

architectures (AlexNet, 

VGG) on large-scale 

images 

High classification 

accuracy (up to 

99.53%) for specific 

crops 

Limited to specific crops 

and conditions, lack of 

diverse data 
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Kamilaris & 

Prenafeta-

Boldú (2018) 

Survey of deep 

learning 

applications in 

agriculture 

Comprehensive review 

of DL techniques in 

agricultural domains 

Highlighted the 

potential of DL in real-

time crop monitoring 

Challenges in data 

collection and 

adaptation to diverse 

environments 

Sladojevic et 

al. (2016) 

Detection of plant 

diseases from leaf 

images using deep 

learning 

Used CNNs for 

classification on grape, 

apple, and tomato 

diseases 

Demonstrated a model 

capable of 96.3% 

accuracy on lab-

controlled images 

Does not account for 

environmental factors 

like lighting or 

orientation 

Zhang et al. 

(2020) 

MobileNet-based 

real-time disease 

detection in wild 

settings 

Implemented 

lightweight CNN 

(MobileNet) for edge 

deployment 

Achieved a balance 

between accuracy and 

computational 

efficiency in-field 

Slightly lower accuracy 

compared to heavier 

CNN models like 

ResNet 

Ramcharan et 

al. (2017) 

Detecting cassava 

diseases using 

smartphones 

CNNs integrated into a 

mobile app for field use 

High accuracy in 

detecting cassava 

diseases in real-time 

Limited smartphone 

performance and 

network connectivity in 

rural areas 

Too et al. 

(2019) 

Comparative study 

of CNN models for 

plant disease 

detection 

Compared AlexNet, 

ResNet, VGG, 

GoogLeNet on 

PlantVillage dataset 

ResNet50 achieved 

highest accuracy 

(98.7%) among the 

tested models 

Only tested on lab-

quality images; needs 

robustness improvement 

for field deployment 

Brahimi et al. 

(2017) 

Deep learning for 

tomato disease 

classification 

Used transfer learning 

with AlexNet for 

tomato diseases 

Transfer learning 

improved accuracy to 

99.18% 

Needs fine-tuning for 

different crops and 

diverse data sources 

Table 1. Summary of literature works. 

These works collectively highlight the advancements and diverse approaches in using deep learning for automated plant 

disease detection, covering aspects from model architecture to real-world application and interpretability. 

IV. METHODOLOGY 

Dataset 

For training deep learning models, large-scale image datasets of plant leaves with and without diseases are essential. 

Public datasets such as the PlantVillage dataset contain thousands of labeled images of crops like tomatoes, potatoes, and 

grapes affected by diseases such as early blight, late blight, and leaf mold. 

Model Architecture 

The core of the automated plant disease detection system involves CNN architectures, which are well-suited for image 

analysis due to their ability to capture spatial hierarchies in images. The architecture consists of multiple convolutional 

layers, each followed by activation functions (such as ReLU) and pooling layers to reduce dimensionality while 

preserving key features. 

We experimented with several deep learning models: 

• ResNet50: A 50-layer residual network that helps mitigate the vanishing gradient problem and enables deeper 

learning. 

• VGG16: Known for its simplicity and effectiveness in image classification tasks. 

• MobileNet: A lightweight CNN architecture optimized for mobile and edge devices, crucial for deploying in-

field detection systems. 

ResNet50 is a deep residual network with 50 layers, known for its ability to train very deep neural networks effectively. 

It incorporates residual learning, which helps address the vanishing gradient problem and allows for the training of deep 

networks by using shortcut connections (skip connections). 

ResNet50 vs. Other Architectures: 

https://iarjset.com
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• Vs. VGGNet: ResNet50 generally outperforms VGGNet in terms of accuracy and robustness due to its deeper 

architecture and residual connections. 

• Vs. InceptionNet: ResNet50 is comparable to InceptionNet, with both architectures showing strong 

performance. The choice between them may depend on specific requirements and constraints. 

ResNet50 is a powerful tool for automated plant disease detection in precision agriculture. Its deep architecture and 

residual learning capabilities make it well-suited for handling complex image classification tasks, delivering high 

accuracy and robustness. By leveraging transfer learning and fine-tuning, ResNet50 can be effectively applied to specific 

plant disease datasets, enhancing precision agriculture practices. 

VGG16 is a Convolutional Neural Network (CNN) architecture developed by the Visual Geometry Group at the 

University of Oxford. It is known for its simplicity and effectiveness, with 16 layers (13 convolutional layers and 3 fully 

connected layers). 

VGG16 vs. Other Architectures: 

• Vs. ResNet50: While VGG16 is effective, ResNet50 often outperforms it in terms of accuracy and training 

efficiency due to its residual connections, which address the vanishing gradient problem more effectively. 

• Vs. InceptionNet: InceptionNet and VGG16 show comparable performance, but InceptionNet’s more complex 

architecture can capture more diverse features, potentially leading to better results in some scenarios. 

VGG16 remains a strong choice for automated plant disease detection in precision agriculture due to its effective feature 

extraction capabilities and relatively simple architecture. When used with transfer learning and fine-tuned on specific 

datasets, VGG16 can achieve high accuracy and robust performance, making it a valuable tool in precision agriculture 

applications. However, for more advanced needs, exploring newer architectures like ResNet50 or InceptionNet might 

offer additional benefits. 

MobileNet is a family of neural network architectures designed for mobile and edge devices. It focuses on optimizing 

computational efficiency while maintaining high performance. The key feature of MobileNet is the use of depthwise 

separable convolutions, which significantly reduce the number of computations and model size compared to traditional 

convolutions. 

MobileNet vs. Other Architectures: 

• Vs. VGG16: MobileNet is more efficient and lightweight, making it better suited for mobile and edge device 

deployment, though it may not achieve the same level of accuracy as VGG16. 

• Vs. ResNet50: MobileNet’s efficiency and speed are superior, but ResNet50 may offer higher accuracy and 

robustness due to its deeper architecture and residual connections. 

• Vs. InceptionNet: MobileNet is generally faster and requires less computational power, but InceptionNet may 

provide better accuracy and feature extraction capabilities. 

MobileNet is an excellent choice for automated plant disease detection in precision agriculture, particularly when 

deployment on mobile or edge devices is required. Its efficiency, speed, and reduced model size make it ideal for real-

time applications in field conditions. While it may not reach the accuracy levels of more complex architectures like 

ResNet50 or InceptionNet, its practical advantages make it a valuable tool for on-device plant disease detection. 

Training And Optimization 

The models were trained on the PlantVillage dataset using supervised learning. The dataset was split into training, 

validation, and testing sets, ensuring balanced representation of each class. Standard techniques such as data 

augmentation (rotation, flipping, zooming) were employed to enhance model generalization . 

We used cross-entropy loss as the objective function, optimizing it with the Adam optimizer. Early stopping and dropout 

layers were incorporated to prevent overfitting. 

https://iarjset.com
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Fig. 1. Sample Images-Citrus. 

V.RESULTS AND DISCUSSION 

Accuracy and Performance 

Our experiments revealed that deep learning models, particularly ResNet50 and VGG16, achieved high accuracy in 

detecting plant diseases. ResNet50 outperformed other models, achieving an accuracy of 98.5% on the test set, followed 

by VGG16 at 97.8% and MobileNet at 96.2%. 

The superior performance of ResNet50 can be attributed to its deeper architecture and residual learning, which allowed 

the model to capture fine-grained features in diseased leaves. MobileNet, while slightly less accurate, is highly efficient 

and suitable for deployment in resource-constrained environments, such as mobile devices used by farmers in the field. 

 

Method Advantages Disadvantages Performance Metrics 
Example 

Studies 

Convolutional 

Neural Networks 

(CNNs) 

High accuracy, learns 

complex patterns 

Computationally 

intensive 

Accuracy: ~95-99%, 

Precision: ~90-98%, 

Recall: ~90-98% 

Mohanty et al. 

(2016); Liu et 

al. (2020) 

Transfer Learning 

High accuracy with less 

data, leverages pre-

trained features 

May be less effective on 

very different datasets 
Accuracy: ~98-99% 

Liu et al. 

(2020) 

Training from 

Scratch 

Can achieve higher 

accuracy with sufficient 

data 

Requires large datasets 

and computational 

resources 

Accuracy: ~90-95% 
Mohanty et al. 

(2016) 

Data Augmentation 

Improves model 

performance and 

generalization 

Can increase training 

time and complexity 

Accuracy 

improvement by ~10-

15% 

Lu et al. (2019) 

Synthetic Data 

Generation 

(GANs) 

Expands training 

datasets, improves 

model generalization 

May not fully represent 

real data nuances 

Comparable or better 

accuracy than real data 
Li et al. (2022) 

Multi-Modal 

Approaches 

Enhanced accuracy and 

robustness by 

combining data sources 

More complex to 

implement and integrate 

Higher accuracy and 

robustness compared 

to single-modal 

Zhang et al. 

(2021) 

Few-Shot Learning 

Effective with limited 

labeled examples, 

handles rare diseases 

Requires specialized 

techniques and 

algorithms 

High precision and 

recall for rare classes 

Wang et al. 

(2024) 
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Real-Time 

Detection on Edge 

Devices 

Practical for field 

deployment, real-time 

processing 

Lower accuracy due to 

model optimization 

constraints 

Accuracy slightly 

lower than high-

performance servers 

Ali et al. 

(2023) 

High-Performance 

Servers 

Highest accuracy with 

complex models 

Expensive and less 

practical for field use 

Highest accuracy and 

performance 

Ali et al. 

(2023) 

Table 2. Comparative results and characteristics of different methods. 

This table provides a snapshot of the comparative results and characteristics of different methods used in automated 

plant disease detection, helping to identify the strengths and trade-offs associated with each approach. 

Metric ResNet50 VGG16 MobileNet 

Architecture 
50 layers with residual 

connections 

16 layers with a series of 

convolutional and fully 

connected layers 

Lightweight design with depthwise 

separable convolutions 

Computational 

Complexity 

High due to deep residual 

connections 

Moderate due to deep 

architecture 

Low due to efficient depthwise 

separable convolutions 

Model Size 
Larger due to deeper 

network and residuals 

Larger due to multiple 

convolutional layers 

Smaller due to efficient design and 

reduced parameters 

Accuracy 

~95-99% depending on 

dataset and 

implementation 

~90-98% depending on 

dataset and implementation 

~85-95% depending on dataset and 

implementation 

Precision ~90-98% ~85-95% ~80-90% 

Recall ~90-98% ~85-95% ~80-90% 

F1-Score 

High, indicating a good 

balance between precision 

and recall 

High, but generally slightly 

lower than ResNet50 

Good, with a balance between 

precision and recall, but slightly 

lower than ResNet50 and VGG16 

Inference Speed 
Slower due to deep 

architecture and residuals 

Moderate, slower compared 

to MobileNet 

Fast due to efficient depthwise 

separable convolutions 

Real-Time 

Deployment 

Less suitable for low-

power devices due to size 

and complexity 

Less suitable for low-power 

devices due to size and 

complexity 

Ideal for mobile and edge devices 

due to lightweight design 

Transfer 

Learning 

Effective with pre-trained 

models, achieves high 

performance 

Effective with pre-trained 

models, good performance 

Effective with pre-trained models, 

satisfactory performance 

Training Time 
Longer due to deep 

architecture 

Moderate, requires more 

time compared to 

MobileNet 

Shorter due to efficiency and 

reduced parameters 

Table 3. Summary of three models. 

 

Fig. 2. Sample Images-Potato. 

ResNet50: 

Strengths: High accuracy and robustness, effective with pre-trained models, handles complex features well. 

Weaknesses: Higher computational complexity and model size, slower inference speed, less suited for real-time 

deployment on low-power devices. 

https://iarjset.com
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Fig. 3. Result analysis of DL-APDDC system under Citrus dataset. 

 

Fig 4. Confusion matrix. 

VGG16: 

Strengths: Good accuracy and feature extraction, well-suited for transfer learning. 

Weaknesses: Larger model size and higher computational requirements compared to MobileNet, moderate inference 

speed, less efficient in real-time scenarios. 

MobileNet: 

Strengths: Efficient and lightweight, fast inference speed, ideal for mobile and edge devices, suitable for real-time 

applications. 

Weaknesses: Slightly lower accuracy compared to ResNet50 and VGG16, may have lower precision and recall. 

This table provides a comparative view of how each architecture performs in the context of automated plant disease 

detection, helping to select the best model based on accuracy requirements, computational constraints, and deployment 

scenarios. 

Real-Time Application 

One of the key benefits of deep learning-based plant disease detection is its applicability in real-time scenarios. Integrated 

with Internet of Things (IoT) devices, cameras, and drones, these models can provide farmers with instantaneous alerts 

https://iarjset.com
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about potential diseases in crops. The lightweight nature of models like MobileNet makes them ideal for deployment on 

edge devices, allowing farmers to monitor their crops remotely and continuously(Analytics Vidhya). 

Challenges and Limitations 

Despite the promising results, there are several challenges associated with automated plant disease detection: 

• Data diversity: Current models rely heavily on well-labeled datasets, which may not cover all potential diseases 

and environmental conditions. Future models should incorporate more diverse data to improve robustness. 

• Deployment in the field: Real-world conditions, such as varying lighting and plant orientations, can affect 

model performance. Techniques such as transfer learning and domain adaptation can be explored to enhance 

model generalization. 

VI. CONCLUSION 

Automated plant disease detection using deep learning is a transformative approach for precision agriculture, offering 

significant improvements in speed, accuracy, and scalability. Models such as ResNet50 and MobileNet provide powerful 

solutions for identifying plant diseases in real-time, enabling farmers to take proactive measures and optimize crop yield. 

Future research should focus on improving model robustness in real-world environments and integrating these systems 

with larger smart farming ecosystems. 
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