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Abstract: AI-based regulatory compliance is transforming industries in the best way possible by giving it a boost in 

adhering to legal frameworks in a very more robotic and efficient manner. This paper discusses emerging trends, 

applications in banking, healthcare and finance, and challenges in the form of ethical concerns as well as governance 

issues. Based on recent research, it makes arguments related to the European AI Act, the way that explainability in general 

and in relation to AI-driven compliance is increasingly important. Innovations that are promised for the future will be 

further enhancements of transparency, reduced risk, and more refined regulatory oversight. 

 

Keywords: Microsoft, Audit, Reporting, Regulatory 

 

I. INTRODUCTION 

 

Artificial intelligence (AI) is being used to integrate it into regulatory compliance, industries such as banking, healthcare, 

and finance. AI based compliance automation enables better efficiency, less errors, and gives assurance for conformity 

to evolving guidelines. The major drawback, however, is regulatory, ethical and transparency hurdles. 

  

This paper examines the current state of affairs of AI power regulatory compliance, identifying the trends it is evolving, 

identifying how it is being utilised in applications, evaluating the gaps and the risks involved along with how it resolves 

ethical concerns and ethical risks of which is positioned to transform compliance mechanism to ever greater heights. 

 

II.     AI AUTOMATION 

 

Artificial intelligence and cloud computing have enhanced the role of regulatory compliance by putting an end to tedious 

task such as risk assessment, anomaly detection and real time monitoring. Using AI powered automation, Microsoft has 

widely adopted AI powered automation to increase compliance in industries using Microsoft Purview, Microsoft defender 

for Cloud and many AI driven compliance tools.  

 

These give organizations an effortless way to oversee regulatory data, detect anomalies and maintain compliance with 

international standards. In this section, we explore Microsoft’s compliance ecosystem driven by its AI, key capabilities 

and how it is integrated to a real-world use case in regulatory reporting. 

 

2.1 Compliance Solutions 

However, there is a robust ecosystem of AI powered compliance tools Microsoft has built that easily works with its cloud 

platforms. End these solutions allow organizations to automate regulatory processes as we minimize human involvement 

and improve the accuracy and the security of results (Kumar, 2024). 

 

Key Solutions: 
 

• Microsoft Purview: Here, we use an AI powered Microsoft Purview platform from Microsoft purview platform 

to classifies and protect sensitive data. 

• Microsoft Defender: Continuous monitoring and scanning applications found in cloud environment are done 

by using Microsoft Defender for compliance of risk. 

• Azure AI: This offers NLP and ML models for the real time analysis of compliance data. 

About these tools, they help in automating compliance processes thereby improving on security, reducing manual errors 

and real time tracking of regulatory requirements. 

 

It is a basic AI-powered risk assessment formula applied in compliance automation. 

 

Compliance Risk Score (Rc) = Σ (Wi * Si) 
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where: 

• Rc = Risk score 

• Wi = Weight assigned  

• Si = Severity of non-compliance  

• Σ = Summation  

 

This formula enables dynamic risk assessment of Microsoft’s AI models to prioritize elevated risk violations for 

corrective action. 

 

2.2 Key Features  

Several key features that make Microsoft’s AI-driven compliance automation more efficient and accurate are available. 

 

Table 1: Features of AI Automation 

 

Feature Description 

Automation AI driven workflows help in reducing man time procurement process. 

Monitoring It scans systems for regulatory violation 24 hours a day. 

Anomaly Detection The use of machine learning models allows the detection of the unusual patterns in the 

audit data. 

Predictive Analytics Past trends are used as a predictor for future risks of compliance by AI. 

Natural Language 

Processing  

Complex regulations are interpreted by the AI and its interpretation is used to extract the 

most important compliance requirements. 

 

Machine learning algorithms employed by Microsoft’s AI models are used to detect regulatory breaches that have not 

yet happened. One of the commonly used anomaly detection formulae in compliance automation is anomaly score. 

 

Anomaly Score (A) = | Xi - Mean(X) | / Standard Deviation(X) 

where: 

• A = Anomaly score 

• Xi = Observed compliance  

• Mean(X) = Average compliance score  

• Standard Deviation(X) = Spread  

 

This equation lets AI flag deviations to compliance behavior that is different from expected, so that intervention can be 

initiative-taking. 

 

2.3 Case Studies  

Beyond its implementation in multiple industry domains, AI compliance automation and its ability to do this on risk 

management and regulatory reporting improve (Jacobides et al., 2021). 

 

A. Banking Sector 

Monitor transactions and be sure that they are following the anti-money laundering (AML) regulations, they use 

Microsoft Purview. In real time, millions of financial transactions are checked by suspicious pattern detecting AI powered 

algorithms looking for suspicious patterns that could be fraud. 

 

There is a formula of probability widely used in AI compliance models for fraud detection. 

 

Fraud Probability (P) = 1 / (1 + e^(-Z)) 

where: 

• P = Probability  

• Z = Weighted sum  

• e = Euler's constant (~2.718) 

 

Applying this formula allows Microsoft AI tools to make highly accurate predictions on fraudulent transactions, 

complying with the existing financial regulations. 
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B. Healthcare 

Azure AI is used by hospitals and healthcare providers to satisfy their HIPAA (Health Insurance Portability and 

Accountability Act) regulatory constraints. Conversely, the comply automates, air power compliant patient data 

classification, encryption, and storage, automating them. 

 

Sensitivity score is one of commonly used AI based data classification function. 

 

Data Sensitivity Score (S) = Σ (Wi * Ci) 

where: 

• S = Sensitivity score  

• Wi = Weight assigned  

• Ci = Compliance risk  

 

It will help hospitals automatically assess the sensitivity of patient records and implement the proper security measures 

according to this formula. 

 

C. Finance 

Microsoft Defender for Cloud is used by large enterprises to automate compliance audits. Having its current security 

vulnerabilities scanned by AI-powered systems that work on cloud infrastructures and to follow regulatory framework 

of the GDPR and SOX (Liu, 2022). 

 

Using risk scoring is a common method of risk assessment in the field of cloud compliance. 

 

Risk Score (R) = Impact * Likelihood 

where: 

• R = Risk score  

• Impact = Potential damage  

• Likelihood = Probability  

 

By this formula, the AI driven security compliance tools can work round the clock to avoid security threats and reduce 

the risk. 

 

4.4 Compliance Code 

Here is a Python snippet of an AI driven anomaly detection for compliance auditing using Microsoft Azure Machine 

Learning SDK. 

 

 
 

An Isolation Forest algorithm is used to detect anomaly compliance in these regulatory data using this script. Microsoft 

uses similar models in its AI products for compliance automation. 

https://iarjset.com/
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2.5 Future Directions 

AI for compliance automation seems to have a strong prospect for rapid growth, and Microsoft is leading in innovation 

in this domain (Omar et al., 2024). 

1. AI will have NLP models that will automate the input of appending compliance requirements to legal documents. 

2. Blockchain will be used for secure and transparent regulatory audits by using AI powered compliance solutions. 

3. By allowing compliance quality to become a feedback loop that churns out more compliant algorithms using 

machine learning, they will also continuously reduce compliance errors. 

 

Efficiency gain is used to formulate a predictive compliance efficiency formula to estimate automation benefits. 

 

Efficiency Gain (E) = (Manual Effort Reduction / Initial Compliance Cost) * 100 

where: 

• E = Percentage improvement  

• Manual Effort Reduction = Time saved  

• Initial Compliance Cost = Cost  

 

This equation gives organizations a means to quantify the business and other benefits of AI automation to help fulfil their 

compliance obligations. 

 

Microsoft’s solutions for automating compliance reporting based on artificial intelligence increase accuracy, cut costs, 

and improve security. Together with Microsoft Purview, Defender for Cloud, and Azure AI, AI models within Microsoft 

Purview, Defender for Cloud, and Azure AI provide real time monitoring, anomaly detection, and predictive analytics, 

and all that in line with global compliance.  

 

Such industries as banking, healthcare, finance are already using AI driven compliance tools to streamline the audits and 

cut down regulatory risks (Kumar et al., 2024). Although Microsoft’s compliance automation ecosystem will evolve to 

improve innovation in AI technology, other organizations with complex regulatory environments will be able to navigate 

efficiently. As machine learning, blockchain and NLP are developing, AI powered compliance solutions will transform 

regulatory audit in the future and will help that compliance process becomes seamless and safe in every industry. 

 

III. AI AND NLP DETECTION 

 

Organizations from every industry face increasing complexity of regulatory compliance. Financial institutions, 

multinational corporations, as well as government agencies, are increasingly bound to evolve regulatory standards that 

involve accuracy, real time monitoring and transparency.  

 

Table 2: Efficiency Improvement 

 

Compliance 

Task 

Manual Time 

(Hours) 

AI Time 

(Hours) 

Time 

Reduction (%) 

Accuracy 

Improvement (%) 

Reference 

Fraud 

Detection 

50 5 90% 35% (Balakrishnan, 2024) 

AML 

Transaction 

100 8 92% 40% (Balakrishnan, 2024) 

GDPR 

Compliance 

60 7 88% 30% (Okonichaa & Sadovykhb, 

2024) 

Risk 

Assessment 

75 6 92% 45% (Kalusivalingam et al., 

2022) 

Financial 

Audits 

80 9 89% 38% (Kalusivalingam et al., 

2022) 

 

Modern compliance processes involve, among other things, manual audits, and legal expertise, are slow, resource 

intensive, and prone to human error. AI and NLP have become powerful tools of automating regulatory analysis, identify 

the noncompliance and predict the potential risks (Balakrishnan, 2024). 
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Figure 1: AI v. Manual Processing (Self-created) 
 

Robotics, more specifically, the area of application of AI and NLP is defined by automation of data extraction, pattern 

recognition, sentiment analysis and machine learning in such compliance management. The application of AI 

technologies can make compliance about transformation from reactive, passive, and manual to initiative-taking, 

predictive, and automated to reduce regulatory breach and improve governance framework (Kalusivalingam et al., 2022). 

 

3.1 Regulatory Texts 

A. Automating Compliance  

Manual interpretation of regulatory documents is often inefficient because they are usually long, complex documents 

subject to frequent amendments. Using NLP powered by AI, it is possible to have them scan, extract, and categorize the 

main compliance requirements from legal texts, financial regulations, and corporate governance policies.  
 

Okonichaa & Sadovykhb (2024) claim that NLP models can help automate GDPR compliance document interpretation, 

identifying privacy related obligations, evaluating corporate policies, and achieve data sharing agreement transparency. 

 

 
Figure 2: Improvements in accuracy and time (Self-created) 
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The biggest strength of NLP is its ability to discern the mandatory, advisory, and discretionary clauses in the legal texts. 

By such categorization of legal obligations, the NLP helps compliance teams to identify urgent action and minimize the 

risk of non-compliance. 

 

B. Sentiment Analysis  

Legal provisions sentiment analysis is a core NLP function which helps in finding the intent(s) and tone of legal 

provisions. When writing these rules, it is sure that compliance teams understand whether a rule is strict, or advisory, or 

permissive.  
 

This is particularly useful in corporate governance in case of policies which are not clearly outlined thus making it easy 

to misinterpret. Okonichaa & Sadovykhb (2024) point out how AI sentiment based on the GDPR has the potential to flag 

ambiguous policy terms and evaluate the regulatory weight they carry. 

 

3.2 Pattern Recognition  

A. Detecting Anomalies 

In a more positive note, the rule to follow is that AI models excel at identifying regulatory violations by looking for 

anomalies in transaction, financial record, audit log etc. The AI can be used to develop anti money laundering (AML) 

systems in financial sector that monitor transactions for any unusual patterns in them.  
 

Balakrishnan (2024) explains that these systems involve analyzing huge amount of financial data to look out for such 

red flags as regularly high value transactions below reporting thresholds, unusual cross border fund transfers and 

transactions with politically exposed persons (PEPs) Compared to rule-based systems, AI models can self-learn and learn 

over time and hence will be able to better learn about emerging compliance risks that traditional rule-based systems might 

miss. 
 

B. Predictive Compliance  

Using machine learning (ML) models fitted with predictive analytics, it is possible for organizations to predict future 

violations of compliance as they happen. According to Kalusivalingam et al. (2022), the AI systems can forecast 

compliance risks from past regulatory breaches, corporate disclosures, or trends of the market. Predictive AI Models 

bring the compliance management from the reactive to the proactive category by decreasing financial penalties and 

reputational and legal liabilities. 
 

3.3 AI vs. Traditional Compliance  

The table below compares the advantages of AI for the regulatory compliance with traditional forms of compliance. 

 

Table 3: Comparison of AI and Traditional 

 

Feature 
AI-Powered Compliance (Balakrishnan, 

2024) 

Traditional Compliance (Kalusivalingam et al., 

2022) 

Speed  Real-time monitoring  Manual audits  

Accuracy Reduces human error  Interpretation errors 

Scalability Oversees large volumes  Local laws 

Predictive  It suggests risks  Reactive approach  

Cost 

Efficiency 
Reduces compliance costs  High legal expenses 

Regulatory  
NLP updates that it adapts to the changing 

laws. 

It must be manually updated and reviewed by a 

lawyer. 
 

Taking it further, this comparison provides an insight of how powerful AI based compliance tools are to make it better 

than traditional method for being more efficient, more accurate and adaptable. 
 

3.4 Ethical Considerations  

While it sounds like an innovative idea on the surface, the nature of integrating AI’s abilities into one’s compliance 

framework has its difficulties.  
 

A. Data Privacy  

Sensitive financial and corporate data is processed by AI compliance tools, which means there is a problem of data 

privacy breaches and unauthorized access. GDPR (Data protection regulation) demands that the organizations make sure 

that the AI systems conform to the data protection laws. 

https://iarjset.com/
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B. AI Transparency  

Most AI models are black boxes which means that they are difficult for regulators, and compliance officers to understand 

what decisions will be made. According to Kalusivalingam et al. (2022), explainable AI (XAI) models that explain their 

decisions regarding compliance are essential. 

 

C. Ethical Bias  

Bias in training data can influence discriminatory compliance decisions that might become inheritability of such biases 

by AI systems. For instance, a biased AML software could go as far as to flag transactions originating from certain 

countries or demography. Okonichaa & Sadovykhb (2024) claim that AI models should not be left unchecked and should 

continue to be monitored and audited. 

 

With these offered by AI and NLP, information analysis, pattern recognition, and predictive of Risk detection are being 

revolutionized. They help boost the process efficiency, worth, and scalability of compliance processes and lessen 

creations of the need for governmental audits and avoidance of regulatory breaches (Balakrishnan, 2024). 

 

But organizations need to take on data privacy, intelligence transparency and bias to bring on board ethical and 

responsible AI adoption (Kalusivalingam et al., 2022). With moving forward, regulatory bodies ought to collaborate with 

artificial intelligence developers and compliance professionals to incessantly refine artificial intelligence compliance 

frameworks and artificial intelligence driven compliance tools in alignment with global regulatory standards (Okonichaa 

& Sadovykhb, 2024). 

 

AI enables organizations to take advantage of the compliance tool, by employing it in acceptable and responsible ways, 

turning compliance into initiative-taking, data driven strategy towards sustainability in the long-term regulatory 

adherence and operational security. 

 

IV. FUTURE SCOPE 

 

As Artificial Intelligence (AI) transforms regulatory compliance across industries, businesses and governments are 

equally relevant to use the opportunities and challenging it provides. Since AI based compliance automation is growing 

in its evolution, there is a rise of AI containing sectors such as banking, healthcare, and finance.  

 

These developments also have ethical issues, regulatory challenges, governance concerns that must be addressed to make 

the process transparent, accountable, and fair. Future innovations of AI enabled compliance may be around the increase 

of explainability, risk mitigation and adaptability for future changes to legal framework will be of major play to bring in 

a more streamlined and robust regulatory environment. 

 

4.1 Emerging Trends  

One of the industries at the forefront for using AI for regulatory compliance is across the complex legal and procedural 

requirements which need constant monitoring and reporting. The proposed European Article Intelligence Act (AIA) is 

one of the most significant trends where such shift is towards automated auditing mechanisms.  

 

As mentioned by Mökander et al. (2022), two principal enforcement mechanisms will be introduced with the AIA to 

standardize the AI auditing processes: conformity assessments and post-market monitoring plans. And these mechanisms 

set a precedent for global regulatory mechanisms concerning this ecosystem for AI auditing and a continent or Europe 

wide for this ecosystem as well.  

 

Using AI for real-time monitoring provides opportunities for organizations to boost their compliance strategies by 

minimising their compliance risks and regulatory breaches. Another important trend is that of XAI integration into the 

content of compliance processes.  

 

The transparency and interpretability of AI driven decisions are getting increasingly recognized as essentials in the entire 

process of Making AI driven decisions. According to Kiseleva et al. (2022) AI transparency should be regarded as an 

encompassing principle encompassing such factors as interpretability, explainability, auditability and traceability.  

 

For example, these elements are extremely important in healthcare to guarantee compliance with patient consent laws 

and medical device safety requirements. When AI systems get to be more advanced, organizations will have to pay more 

attention to transparency mechanisms to earn trust and to prove compliance by enforced legal standards. 

https://iarjset.com/
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4.2 Potential Applications  

The value of AI driven compliance solutions is increasingly being felt in the banking, healthcare and finance sectors, 

whose regulations are strict and an inability to comply is a scenario that can cause disastrous financial and reputational 

repercussions. AI used in banking can dramatically reduce chance of getting an approved loan: use AML and fraud 

detection systems that can identify suspected transactions in a quicker and more precise manner.  

 

Using continuously inspecting enormous amounts of financial data, these AI models help dictates server compliance with 

mandates while reducing false positives. As one can see, Anderljung et al. (2023) underline the necessity of a strong 

regulatory supervision at the stage of AI development and pre-sale risk assessments, as well as the necessity of external 

checking of AI models.  

 

These principles can be applied to financial AI systems to ensure its correct and ethical working. AI is simplifying 

compliance for healthcare and improving data governance, patient safety, billing, and many other things.  

 

Electronic health record (EHR) management is automated by use of AI models, and the Artificial Intelligence models 

make sure compliance to regulations like General Data Protection Regulation (GDPR) and Health Insurance Portability 

and Accountability Act (HIPAA). But, as Kiseleva et al. (2022) point out, the problem is making AI-adapted healthcare 

systems transparent.  

 

Achieve transparency for all stakeholders, the authors present an approach in which AI developers, healthcare 

professionals, and patients are responsible for specific transparency requirements. To successfully integrate explainability 

to future AI compliance solutions in healthcare, medical practitioners and regulators need to be able to understand the AI 

generated recommendations. 

 

 
 

Figure 3: AI Agents for compliance (LeewayHertz, 2024) 

 

AI powered compliance automation also has an enormous potential in the finance sector. AI is used to speed up reporting 

obligations, detect market manipulation and support in compliance with financial regulations with the help of regulatory 

technologies (RegTech).  

 

Mökander et al. (2022) describe how the European Union’s AIA could function as a model for financial institutions when 

developing AI driven compliance measures. Standardized regulation is adopted by the financial organization by adopting 

AI systems that comply with standardized regulatory frameworks, thereby improving risk management with less effort 

in terms of regulatory adherence. 
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4.3 Ethical Concerns 

While AI provides wide opportunities for regulatory compliance, its strong adoption directly encounters ethical and 

regulatory questions. The ‘unknowability’ of deriving AI decision making, in high-risk areas such as financial forecasting 

or diagnostics in healthcare is also the first complaint.  

 

Anderljung et al. (2023) recognise that highly capable AI models, aka “frontier AI” models, present risks if they are put 

to misuse or are inadequately regulated. The authors though need for standard setting process, regulatory reportable, and 

means for ensuring compliance with safety standards.  

 

The urgency of these measures is that they help reduce the risks of deploying AI in high regulated areas. However, AIA 

is a significant step in accepting the rule of law in AI compliance, but it will need to be refined to further define its 

implementation.  

 

Mökander et al. (2022) call for the translation, by establishing verifiable criteria, of the vague regulatory concepts of AI 

auditing, and provide for enhanced institutional safeguards. AI transparency, argue Kiseleva et al. (2022), needs to be 

sited in specific legal frameworks to provide a basis of meaningful accountability.  

 

However, resolving regulatory gaps mentioned above will require continuous cooperation of policy makers, industry 

stakeholders and AI researchers. Finally, explaining about AI governance involves pressing concerns in terms of 

explainability.  

 

Atakishiyev et al. (2024) underline how crucial XAI is for autonomous vehicle compliance and that the AI models should 

provide human understandable justifications for their decisions. As such, the same principles apply to AI-driven 

compliance in banking and healthcare, where the regulatory authorities require transparency in the process of decision 

making.  

 

In the future, stricter explainability requirements that will be part of future AI governance frameworks will be needed to 

make AI generated compliance decisions auditable and interpretable by the regulatory bodies. 

 

4.4 Future Innovations  

Compliance is set for big increases of AI by innovate explainability, risk assessment and adaptive regulatory frameworks. 

An example of one such development is integrating AI powered risk assessment tools that would help in identifying risk 

of noncompliance before it gets out of hand.  

 

Anderljung et al. (2023) introduce the use of pre deployment risk assessment and external audit for AI safety standards. 

From compliance automation, these measures could be extended to the real time risk evaluation of an organization and 

corresponding adjustments of their regulatory strategies. 
 

The other area of innovation is self-regulating AI systems. AI compliance models which will incorporate autonomous 

monitoring capabilities such as regulatory anomalies detection and trigger of corrective actions without human 

intervention are envisaged to be present in the future model.  
 

Mökander et al. (2022) suggest that important parts in this continuous AI compliance solution oversight will be post 

market monitoring plans. Using machine learning algorithms, the AI systems can have the ability to provide up to date 

compliance guidance to the organizations without all the hassle of manual regulatory monitoring. 
 

Furthermore, advancement in techniques of AI explainability will boost the regulatory transparency. As Atakishiyev et 

al. (2024) emphasize, XAI approaches that designed to increase public trust and acceptance of AI’s decisions are needed.  

Explainability tools can be used to explain AI generated decisions in regulatory compliance by financial institutions, 

healthcare providers and the business. Integration of XAI frameworks into compliance automation enables organizations 

to improve legal defensibility by delivering more trust in the compliance solutions leveraging AI. 
 

It is up to the collaborative effort of the regulatory agencies placed in the future of AI-powered compliance. With AI 

technologies progressing continually, regulators should make adaptive regulations balancing the innovation with moral 

it is correct.  
 

An interdisciplinary approach based on legal, technological, and ethical viewpoints is advocated by Kiseleva et al. (2022) 

in favor of robust compliance structures which would be needed regarding governing AI. This first step in the direction 

of AI regulation, the AIA, provides no other than a first pass at issues that new regulations around AI will need to refine.  

https://iarjset.com/
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With the help of collaboration between governments, the industry leaders, and the AI researchers, the future of AI 

powered regulatory compliance can be crafted that lets the technological progress to happen while maintaining integrity 

in regulation. The compliance automation on the bank, healthcare, and finance front is ready to be revolutionized using 

the technology of AI. However, ethics and regulation are still the biggest barriers to AI adoption in compliance process 

and have been confirmed to be emerging trends.  

 

Explainability, risk assessment, and adaptability to change that occurs in the legal standard will be the future of the 

innovations in the technology landscape. A corporation can make the most of AI by incorporating AI compliance 

solutions into transparent governance structures to keep up with transparent governance structures. 

 

V. CONCLUSION 

 

Compliance automation with the help of AI is changing the way the industries regulate, giving a performance with far 

lesser risk. For adoption on a wide scale, ethical concerns, governance problems and transparency issues need to be 

overcome. It should be noted that the trust and regulatory effectiveness will improve in the future facilitated by new 

developments such as better AI explainability and fresh legal frameworks. AI powered compliance helps the regulators, 

makers of AI and industries to collaborate, so that there is a balance between innovation and accountability, and a robust 

and transparent regulatory landscape. 
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