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Abstract: The rapid expansion of internet usage has led to an increase in cyber threats, especially through malicious 

URLs that host phishing pages, malware, or exploit kits. Traditional blacklisting methods are often inadequate due to the 

dynamic nature of these threats. This paper proposes Secure Linker, a system that utilizes ensemble learning techniques 

to detect malicious URLs with higher accuracy and resilience. The system combines multiple Machine Learning 

classifiers, leveraging their individual strengths to make more reliable predictions. Experimental results show that 

ensemble methods outperform individual models in terms of accuracy, precision, recall, and overall robustness. 
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I. INTRODUCTION 

 

The internet is a primary vector for cyber-attacks, many of which are initiated through malicious URLs. These URLs can 

lead users to phishing sites, trigger malware downloads, or exploit browser vulnerabilities. Detecting these URLs in real-

time is a critical challenge. Traditional methods, like blacklists and signature-based detection, often fail to detect newly 

generated or obfuscated malicious URLs. Machine learning offers a dynamic and adaptable approach, but no single model 

can consistently perform well across all scenarios. This paper introduces *SecureLinker*, a malicious URL detection 

system based on ensemble learning, which combines multiple machine learning models to achieve improved 

performance. 

 

The Covid 19 has a great impact on the growth of online businesses such as e-banking, e-commerce, and social 

networking. Unfortunately, the technological advancements accompany state of the art techniques to exploit users. Such 

attacks generally include malicious websites that steal all kinds of private information that a hacker can exploit. In 

Malicious URL detection, traditional classification techniques like blacklisting [1], regular expression [2], and signature 

matching [3] approaches are challenged because of huge data volume, patterns changing over time, and complicated 

relationship among features. Inevitably, several malicious sites do not seem to be blacklisted. As any file on a computer 

is to be found by giving its filename, similarly, URL can be used to trace any website. It is the address of a resource on 

the WWW. Each URL has two main components. The first is Protocol. For URL https://www.google.com, the protocol 

identifier is HTTPS. Hypertext Transfer Protocol Secure (HTTPS) which is used to fetch hypertext documents. Other 

protocols include File Transfer Protocol (FTP), Domain Name System (DNS) etc. The second is Resource identifier. For 

URL https://www.google.com, the resource name is www.google.com. The resource identifier is the address of a 

webpage on the internet. The proposed work in this paper considers the identification of bad URLs and examines the 

evaluation metrics of various Machine Learning classifiers [4]. 

     Fig. 1. URL Example 
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The best classifier is used to detect malicious URLs from the openphish [6] website. The remaining paper is divided into 

the following sections. Section II describes the URL classification. Section III introduces the machine learning 

classification techniques used for solving it. The Dataset visualization is given in Section IV. Section V explains the 

experimental results achieved. Section VI gives the conclusion. 

 

II. RELATED WORK 

 

Several machine learning approaches have been proposed for malicious URL detection: 

- SVMs, Decision Trees, and Naive Bayes classifiers have been widely used. 

- Deep learning methods have shown promise but are resource-intensive. 

- Ensemble methods like Random Forests and Gradient Boosting have been explored for robustness. 

 

However, limited work focuses on optimizing ensemble combinations specifically for real-time URL threat detection. 

 

III. METHODOLOGY 

 

❖ Dataset 

-Public datasets such as URLhaus, PhishTank, or Kaggle Malicious URLs Dataset are used. 

-Features extracted include: URL length, domain age, presence of suspicious keywords, use of HTTPS, number of 

subdomains, etc. 

❖ Feature Engineering 

-Extract lexical, host-based, and content-based features. 

-Apply normalization and dimensionality reduction (e.g., PCA). 

❖ Base Learners 

-Models used: Decision Tree, Logistic Regression, Naive Bayes, and Support Vector Machine (SVM). 

❖ Ensemble Model 

-Techniques used: 

-Bagging: Random Forest. 

-Boosting: XGBoost, AdaBoost. 

-Stacking: Combines all base learners with a meta-classifier (e.g., Logistic Regression). 

 

IV. IMPLEMENTATION 

 

URL has been used and misused a lot to exploit the vulnerability of the user. This paper focusses on classification of any 

URL as benign or malicious. Furthermore, it compares the results of the multiple machine learning classification 

techniques such as Logistic Regression (LR), Stochastic Gradient Descent (SGD), Random Forest (RF), Support Vector 

Machine (SVM), Naive Bayes (NB), K-Nearest Neighbours (KNN), and Decision Tree (DT). The best performing 

classifier is used to detect malicious websites from the OpenPhish website. The proposed framework has five stages:  

• Data Cleaning and Extraction: Pre-processing includes extraction of additional features, Normalization Data 

Collection: A labelled dataset of malicious and benign websites is collected from the Kaggle repository [5]. 

Encoding of categorical values, Standardization of values and handling of missing data.  

• Model Training: Sklearn python library is used for training the model using different machine learning 

techniques such as Logistic Regression (LR), Stochastic Gradient Descent (SGD), Random Forest (RF), Support 

Vector Machine (SVM), Naive Bayes (NB), K-Nearest Neighbours (KNN), and Decision Tree (DT) on 80% of 

the data.  

• Model Testing and Optimization: Trained model is tested on the remaining 20 % of the data. Hyperparameters 

are tuned to increase accuracy, precision, and recall.  

• Model Comparison: The machine learning classification techniques are compared based on evaluation metrics. 

 

V. CLASSIFICATION TECHNIQUES 

 

Classification [7] is a machine learning process of categorizing the given data into a set of classes. Data can be in both 

structured and unstructured format. The process includes pre-processing, training the model and categorizing data into 

given classes. The classes are also referred to as targets, categories, or labels. There are two types of classification namely 

Binomial Classification and Multi-Class Classification. Some of the key areas where classification is used are 

categorizing email spam or ham, classifying tweets as negative or positive sentiments, classifying different images such 

as fruits, animals, insects, and many more complex tasks.  
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• Logistic Regression: Linear regression is a linear ML algorithm which is used for classification. In logistic 

regres- sion, the probabilities of possible classes are calculated using the sigmoid function. The sigmoid function 

is used because the range of the function is from 0 to 1. Logistic regression is used to understand the relationship 

between independent and dependent variables. 

It is easy to implement and most computationally efficient algorithm among those compared in this paper. 

Logistic Regression can be used in the case of binomial classification. It assumes that the independent variables 

are uncorrelated. Figure 2 shows the LG model used.  

 

 
Fig. 2. Logistic Regression 

 

• Stochastic Gradient Descent: SGD in an iterative method for stochastically approximating gradient descent 

optimization. Its advantages include ease of implementation. It is computationally less expensive as well. Being 

a linear model, it does not handle the non-linear relationship between dependent and independent variables. It 

is sensitive to Standardization, Normalization and requires tuning of hyper-parameters. Figure 3 shows the SGD 

model used.  

 

 
Fig. 3. Stochastic Gradient Descent 

 

• Naive Bayes: Naive Bayes is a statistical classification model which is largely based on Bayes Theorem. It 

presumes that the independent variables have a very low correlation among them. Generally, Naive Bayes 

classifiers are linear models, but when Kernel density functions are passed to them, the models can even classify 

non-linear data with good accuracy. The main advantage of Naive Bayes is that its learning speed is greater than 

some of the more complex algorithms. It even requires lesser amount of data compared to other models. The 

disadvantage is lower accuracy compared to the other machine learning classifiers. Figure 4 shows the Gaussian 

model used.  

 

 
Fig. 4. Gaussian Naive Bayes 

 

• K-Nearest Neighbours: K-Nearest Neighbours is a statis- tical model of classification. The data points in this 

model are classified based on the proximity of their neighbours. It is a type of non-parametric model. The 

number of neighbours is the main hyperparameter passed to the function. The advantages include optimal model 

that give good accuracy if trained with large data. It can handle noisy data as well. The cost of finding the 

optimized classification model is high because we must test the model for different values of k which is the 

number of neighbours. Figure 5 shows the classifier model with  

K= 5.  

 

 
Fig. 5. K-Nearest Neighbours 

 

• Decision Tree: Decision tree classifier constructs a tree for categorising data into classes by generating a set of 

rules. Splitting of a node in Decision tree is based upon information gain and entropy. Unlike Artificial Neural 

Networks which are like a black box, decision trees can be visualised and are easily understandable. Numerical 

and categorical type of data can be used in the Decision tree. Decision trees tend to overfit the data when it is 

trained too much. A completely different tree could be generated because of slight variations in the data. Figure 

6 shows the Decision tree classifier used.  
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Fig. 6. Decision Tree 

• Random Forest: Random forest classifier belongs to a class of ensemble classifiers which fits numerous 

decision trees on various subsets of the data. The final model is based on the average of various trained decision 

trees. Generally, it performs better than decision trees and even solves the problem of overfitting. It cannot be 

used in real-time applications as it is computationally expensive to train random forest classifier. It is a complex 

algorithm to train as well. Figure 7 shows the random classifier model 

 

 
Fig. 7. Random Forest 

 

• Support Vector Machine: SVMs are supervised learning algorithm for classification that predicts a hyperplane 

that categorises the data with the maximum margin. New data points are mapped by the side of the hyperplane 

they lie on. In case of very large data, it is memory efficient compared to other models as it trains on a subset of 

data. The algorithm does not perform well with a huge dataset that contains noisy data. Figure 8 shows the 

model.  

 

 
Fig. 8. Support Vector Machine Classifier 

 

VI. DATA VISUALIZATION 

 

• Data Collection: An open-source labelled dataset consisting of 450,000 websites is collected from Kaggle repository 

for training and evaluating machine learning models. The data consists of two features: URL and label as shown in 

figure 9.  

 

 
Fig. 9. Dataset collected 

 

 
Fig. 10. Dataset analysis 

 

• 23.2% (104,438) of the complete data are malicious URL and the rest are benign URLs as shown in figure 10.  

The data set is visualized by grouping them. The top 20 domains grouped by domain name on a logarithmic scale is 

visualized in figure 11. Figure 12 and 13 give the top 20 domains grouped by subdomains and suffix respectively on a 

logarithmic scale. 
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Fig. 11. Top 20 Domains Grouped by domain names 58. 

 

• Feature Extraction: Feature extraction [8] is the process of representing or augmenting features that make 

machine learning models perform better. It helps in dimensionality reduction facilitating faster processing. Most 

common approaches are Linear Discriminant Analysis and Principal Component Analysis  

• The table I shows the list of features extracted for detecting malicious websites.  

• The figure 14 gives the correlation between the dependent variables listed in table 1.  

• The categorical features such as sub-domain, domain, suffix, and target are encoded to numbers, as a machine 

learning model cannot interpret text directly. The encoding technique used is a count encoder. In the target 

column, Malicious websites are set to 1 while benign websites are set to 0.  

 

 
Fig. 12. Top 20 Sub Domains Grouped by subdomains 

 

 
Fig. 13. Top 20 Sub Domains Grouped by Suffix 
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TABLE I 

LIST OF FEATURES EXTRACTED FOR DETECTING MALICIOUS WEBSITES 

Features Features 

Suffix Scheme length 

URL length Path length 

Parameter length Query length 

Fragment length Count of ‘-’ 

Count of ‘&’ Count of ‘?’ 

Count of ‘%’ Count of ‘.’ 

Count of digits 
Count of 

alphabets 

 

 
Fig. 14. Correlation between dependent variables 

 

Feature Scaling is a technique to scale the data features in a fixed range. It is implemented during data pre- processing to 

handle high variance data. Without data scaling, machine learning model tends to give more importance to higher values 

and less to lower values. It is one of the most important and time-consuming steps of data pre-processing. The two of the 

most common techniques are:  

Standardization: After applying standardization, the trans- formed data X has zero mean and unit variance.  

 

                                                                                                 X1 = X − μ 

                                                                               σ 

 

Normalization: In this technique, the values are rescaled in the range between 0 and 1. 

 

X1 = 
  X − Xmin  

           Xmax – Xmin 

 

VII. EXPERIMENTAL RESULTS 

 

The large amount of data is divided using the 80-20 rule. Each of the model is trained on 80% of the data and 

tested on the remaining unseen 20% of the data. The GitHub project URL is found in the link [9].  

The metrics that are used to evaluate the classification models:  

• True Positive (TP): The model predicted True and it was True  

• False Positive (FP): The model predicted True, but it was False  

• True Negative (TN): The model predicted False and it was False  

• False Negative (FN): The model predicted False, but it was True  

• Accuracy: It is the ratio of true values among the total number of values examined.  
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Accuracy =              TP + TN 

                                                  _____________________ 

                         TP + FP + TN + FN 

 

Precision: It is the ratio of true values among the total number of values predicted as true.  

TP  

Precision = TP + FP  

Recall: It is the ratio of predicted true values and the total number of actual true values.  

Recall = TP  

TP + FN  

F1-score: It is the harmonic mean of precision and recall.  

F1 =2 Precision * Recall  

Precision + Recall  

Using the above metrics different models were trained and  

tested. The Random Forest model gave the best results. The classification report after testing the trained Random 

Forest classifier on openphish data is shown in Figure 15.  

 

 
Fig. 15. Openphish data classification report 

 

 
Fig. 16. Machine Learning Model Scores Comparison 

 

Performance Comparison 

- Ensemble models outperform individual models. 

- Ensemble methods improve detection accuracy (~95%). 

False Positive Rate 

-Reducing false alarms while catching true malicious URLs. 
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https://iarjset.com/
https://iarjset.com/


IARJSET 

International Advanced Research Journal in Science, Engineering and Technology 

Impact Factor 8.066Peer-reviewed & Refereed journalVol. 12, Issue 4, April 2025 

DOI:  10.17148/IARJSET.2025.12455 

© IARJSET                  This work is licensed under a Creative Commons Attribution 4.0 International License                  375 

ISSN (O) 2393-8021, ISSN (P) 2394-1588 

VIII. CONCLUSION 

 

1. The final take away form this project is to explore various machine learning models, perform Exploratory Data 

Analysis on phishing dataset and understanding their features.  

2. Creating this notebook helped me to learn a lot about the features affecting the models to detect whether URL is safe 

or not, also I came to know how to tuned model and how they affect the model performance. 

3. The final conclusion on the Phishing dataset is that the some feature like "HTTTPS", "AnchorURL", "WebsiteTraffic" 

have more importance to classify URL is phishing URL or not.  
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