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Abstract: This project presents a comprehensive, real-time driver drowsiness detection and alert system using facial 

landmark analysis, remote photoplethysmography (rPPG), and machine learning. The system captures live video 

through a webcam and extracts key features such as Eye Aspect Ratio (EAR), Mouth Aspect Ratio (MAR), head pose 

angles, and heart rate using non-contact methods. A deep learning model processes these indicators to accurately 

classify driver alertness. Upon detecting drowsiness, the system immediately triggers audio-visual alerts to regain 

driver attention. Designed for non-intrusive monitoring and ease of deployment, this tool aims to enhance road safety 

and reduce fatigue-related accidents. The system also includes a GUI for usability and can be extended with additional 

safety interventions. 

 

Index Terms—Driver Drowsiness Detection, Eye Aspect Ratio (EAR), Mouth Aspect Ratio (MAR), Head Pose 

Estimation, Heart Rate Monitoring, Remote Photoplethysmography (rPPG), Deep Learning, Support Vector Machine 

(SVM), Real-Time Alert System, Facial Landmark Detection, Driver Safety. 
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I. INTRODUCTION 

Driver drowsiness detection has become a critical area of research in intelligent transportation systems, aiming to 

reduce accidents caused by fatigue-induced inattention. Recent advancements in computer vision and deep learning 

have enabled real-time, non-intrusive monitoring solutions capable of analyzing facial cues and physiological signals. 

This project focuses on developing an efficient and accurate drowsiness detection system using facial landmark 

analysis, head pose estimation, and remote photoplethysmography (rPPG) for heart rate monitoring. A combination of 

Eye Aspect Ratio (EAR), Mouth Aspect Ratio (MAR), head movement tracking, and heart rate variability is used to 

classify driver alertness. To improve performance, a deep learning model is trained on these multi-modal features for 

real-time inference. The system is deployed with a user-friendly graphical interface, making it practical for in-vehicle 

deployment. By integrating behavioral and physiological indicators, this project offers a robust safety solution 

especially beneficial in reducing fatigue-related accidents, particularly in long-distance or commercial driving 

contexts. 

 

II. LITERATURE SURVEY 

 

Driver drowsiness is a significant factor contributing to road accidents worldwide. To address this, researchers have 

developed intelligent systems that leverage computer vision, signal processing, and deep learning techniques for real-

time drowsiness detection. The following studies form the foundation of this project: 

 

Jatkar et al. [1] a real-time fatigue detection system using the STM32 microcontroller. The system integrated 

physiological sensors, including heart rate, body temperature, and grip strength, to monitor fatigue. Their embedded 

design enabled on-the-go analysis with minimal power consumption. The approach highlighted the significance of 

physiological cues in early fatigue detection. Overall, it demonstrated the practicality of sensor-based fatigue 

monitoring systems. 

 

Xue et al. [2] developed a vision-based fatigue recognition system using image processing and deep learning. Their 

method detected facial cues such as eye closure and head tilting with high accuracy using convolutional neural 

networks (CNNs). The system showcased the effectiveness of facial behavior in identifying drowsiness. It provided a 

non-invasive, high-precision approach. The study confirmed the utility of visual data for driver monitoring. The 

approach provided accurate results without requiring physical contact. Its effectiveness demonstrated the value of 

infrared vision for drowsiness detection. 
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Dong et al. [3] introduced a behavioral fatigue detection system based on driver pedal patterns and vehicle 

surroundings. Using decision trees and rule-based logic, the system adapted to individual driving behaviors. It focused 

on the correlation between driving input and environment changes. The method was efficient in detecting deviations 

indicating fatigue. However, it lacked integration with visual or physiological data. 

 

Hui et al. [4] presented a real-time fatigue detection system utilizing CCD cameras with infrared sensing. The system 

tracked eyelid movement, gaze direction, and head posture using probabilistic models. It offered reliable and 

continuous fatigue assessment under various lighting conditions. The approach provided accurate results without 

requiring physical contact. Its effectiveness demonstrated the value of infrared vision for drowsiness detection 

Rasheed et al. [5] combined remote photoplethysmography (rPPG) with facial landmark tracking for fatigue detection. 

Their system extracted heart rate information from facial videos while simultaneously analyzing expressions. This 

multimodal approach enhanced robustness and reliability. It demonstrated the benefit of fusing physiological and 

behavioral indicators. The model performed well across different conditions and subjects. 

 

Chen et al. [6] used OpenCV and Dlib to detect facial landmarks for fatigue detection. They calculated the Eye Aspect 

Ratio (EAR) and Mouth Aspect Ratio (MAR) to identify signs like prolonged eye closure and yawning. The approach 

was lightweight and suitable for real-time processing. It showed that analyzing temporal trends in facial metrics is 

effective for monitoring fatigue. The system was practical for embedded or mobile deployment. 

 

Kumar et al. [7] explored deep learning techniques for classifying driver fatigue using facial features. They 

implemented a hybrid model combining Support Vector Machines (SVM) and CNNs to improve accuracy. The system 

effectively differentiated between alert and drowsy states. It was designed for real-time execution with minimal 

latency. Their results supported the use of deep learning for fatigue classification. 

 

Singh et al. [8] developed a lightweight fatigue detection system suitable for edge computing devices. The model 

operated efficiently on embedded systems, enabling real-time detection in vehicles. It utilized optimized algorithms to 

reduce latency and power consumption. Their work made fatigue detection feasible for practical, on-device 

deployment. The study emphasized portability and responsiveness in real-world settings. 

 

III. BLOCK DIAGRAM AND SYSTEM ARCHITECTURE 

 

Fig. 1. Block Diagram 
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Real-time Video Recording: The drowsiness detection process begins with live video recording using a webcam 

positioned inside the vehicle. This camera continuously captures the driver's face throughout the journey. Real-time 

recording ensures that no behavioral change or sign of fatigue is missed during monitoring. 

 

Frame Extraction & Image Formation: From the video stream, individual frames are extracted and converted into 

2D images for further analysis. Each frame serves as an input snapshot of the driver’s face. 

 

Face Detection: Once the 2D image is ready, a face detection algorithm like Dlib or Mediapipe is applied. This step 

identifies the exact location of the driver's face in the frame. Accurate face detection is crucial for extracting facial 

features that indicate signs of drowsiness. 

 

Facial Landmark Marking: After detecting the face, the system marks 68 specific facial landmarks using a shape 

predictor model. These landmarks highlight important regions such as the eyes, mouth, nose, and jaw. The precise 

positioning of these points is vital for computing behavioral indicators like blinking and yawning. 

 

Behavioral Feature Computation: With landmarks in place, the system calculates behavioral metrics such as Eye 

Aspect Ratio (EAR), Mouth Aspect Ratio (MAR), and Nose Length Ratio (NLR). EAR tracks blinking, MAR detects 

yawning, and NLR identifies head bending. These features provide a multi-dimensional view of the driver's alertness. 

 

Initial Threshold Calculation (Setup Phase): During the initial phase (first 300 frames), baseline thresholds for 

EAR, MAR, and NLR are established. These values represent the driver's normal alert behavior and are used for 

comparison. Dynamic thresholding improves adaptability by personalizing detection based on the driver’s natural 

expressions. 

 

Yawning and Head Bending Checks: The system evaluates whether the driver is yawning or bending their head 

unusually, using MAR and NLR values. If such behaviors are detected, it adjusts the EAR threshold to increase 

sensitivity. This ensures the system remains effective even when multiple signs of fatigue occur simultaneously 

 

Drowsiness Classification: The current EAR is compared against the (possibly adjusted) threshold. If the EAR 

remains below this threshold for a continuous period, the driver is classified as drowsy. This decision is based on both 

recent facial behavior and accumulated fatigue evidence. 

 

Alert Trigger: Upon confirming drowsiness, the system immediately activates an alert mechanism. This can include a 

loud buzzer, screen warning, or physical feedback like vibration. The goal is to interrupt fatigue before it leads to an 

accident, ensuring the driver's and passengers’ safety. 

 

IV. METHODOLOGY 

 

1. Dataset Acquisition 

Source: The dataset used in this project consists of real-time video frames captured from a webcam during driving 

simulations. It contains various instances of alert and drowsy states recorded under controlled conditions. Size and 

Composition: The dataset includes thousands of image frames, categorized as either "alert" or "drowsy" based on the 

driver’s eye openness, yawning, and head posture. Each class is well-balanced to ensure reliable training and 

evaluation. Ethical Considerations: All data was collected with consent from participants, ensuring privacy and ethical 

use. No personally identifiable information is stored or shared, and the system adheres to non- invasive monitoring 

principles. 
 

2. Data Preprocessing 

Image resizing: All extracted frames are resized to 224x224 pixels to ensure compatibility with deep learning models 

like MobileNetV2 and CNN classifiers. Normalization: The pixel values of the frames are scaled between 0 and 1 to 

improve the convergence speed of the model during training. Data Augmentation: To enhance model generalization 

and prevent overfitting, data augmentation techniques such as horizontal flipping, brightness adjustment, and slight 

rotations are applied. 
 

3. Model Architecture 

Facial Feature Extraction: Using Dlib or Mediapipe, 68 facial landmarks are extracted per frame, highlighting key 

regions like eyes, mouth, and nose. From these landmarks, features such as Eye Aspect Ratio (EAR), Mouth Aspect 

Ratio (MAR), and Nose Length Ratio (NLR) are computed. Transfer Learning: Pre-trained models are utilized for face 

and landmark detection, speeding up development and improving accuracy without requiring large datasets. 
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4. Model Training 

Environment Setup: Training and testing are performed using Python with libraries such as OpenCV, TensorFlow, 

Dlib, and scikit-learn. Google Colab is used for GPU acceleration. Training Procedure: Features (EAR, MAR, NLR) 

are fed into the classifier in batches. The model is trained over multiple epochs to improve accuracy. Thresholds are 

dynamically adapted during the initial setup phase using the first 300 frames. Loss Function: For classification, hinge 

loss (used in SVM) or binary cross-entropy (for neural networks) is applied to minimize error in predictions. 

Validation Strategy: A portion of the dataset is reserved as a validation set to monitor model performance. Early 

stopping is applied to avoid overfitting and ensure generalization to unseen data. 

 

5. Model Evaluation 

Performance Metrics: The system is evaluated using accuracy, precision, recall, and F1-score. These metrics help 

understand the model's ability to detect drowsiness accurately and reliably. Interpretation: Precision indicates how 

often drowsiness alerts are correct, recall shows how many actual drowsy cases were detected, and F1-score balances 

the two. Test Set Evaluation: A completely unseen test set is used to validate the model’s generalizability and 

performance under real-world conditions. 

 

6. Validation and Testing 

User Testing: A set of drivers and volunteers tested the system in simulated and real-time conditions. Their feedback 

was collected regarding system responsiveness and accuracy. Iterative Improvements: Based on initial testing, 

thresholds for EAR and MAR were adjusted, and alert mechanisms were fine-tuned. GUI usability was also enhanced 

for better interaction and monitoring. 

 

V. ALGORITHM 

 

The driver drowsiness detection system integrates multiple intelligent algorithms to monitor and classify the alertness 

level of a driver in real-time. At the core of the system is video-based analysis, where OpenCV captures continuous 

frames from a webcam. These frames are processed using facial detection and landmark extraction algorithms 

provided by Dlib or Mediapipe. Eye Aspect Ratio (EAR) and Mouth Aspect Ratio (MAR) are computed to detect 

signs of eye closure and yawning, respectively. Head pose estimation using 3D projection models further aids in 

detecting unconscious nodding or tilting. Additionally, the system utilizes remote photoplethysmography (rPPG) to 

estimate heart rate based on skin color variations. All features are combined and fed into a Support Vector Machine 

(SVM) classifier, optionally enhanced by Principal Component Analysis (PCA) for dimensionality reduction. The 

classifier's output is interpreted by an alert unit, which provides graduated alerts based on fatigue severity. 

 

Video Capture Module The Video Capture Module uses OpenCV in Python to initialize and operate the webcam for 

real-time video feed. It continuously captures frames and acts as the entry point for all downstream processes. Each 

captured frame is forwarded to subsequent modules for facial analysis and fatigue detection. This module ensures a 

live video stream for consistent monitoring. Its reliability is crucial for real-time performance. 

 

Face Detection and Landmark Extraction Module This module uses Dlib or Mediapipe along with OpenCV to 

detect faces and extract facial landmarks. Frames are first converted to grayscale to enhance accuracy. A pre-trained 

model identifies the face and extracts 68 key facial landmarks including eyes, mouth, and nose. These landmarks are 

passed to various analysis modules like EAR, MAR, head pose estimation, and rPPG. This step is foundational for 

facial feature-based fatigue detection. 

 

Eye Closure Detection Module (EAR) The Eye Aspect Ratio (EAR) module detects prolonged eye closure using 

facial landmarks from Dlib. By calculating the ratio between vertical and horizontal eye distances, the module 

identifies when the eyes are closing. A sustained drop in EAR below a certain threshold across consecutive frames 

indicates drowsiness. Upon detection, the module triggers a fatigue alert. It provides a reliable indicator of microsleeps 

or eye fatigue. 

 

Yawning Detection Module (MAR) This module calculates the Mouth Aspect Ratio (MAR) using distances between 

mouth landmarks to detect yawning. When the mouth opens wide during a yawn, the MAR increases significantly. If 

this elevated ratio is sustained for a short duration, the system identifies it as a yawn. This triggers a low-level fatigue 

warning. It helps detect early signs of sleepiness through mouth movement analysis. 
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Head Pose Estimation Module calculates the orientation of the head in 3D using OpenCV’s solvePnP function and 

Dlib or Mediapipe landmarks. It focuses on the angle of the nose to detect nodding or tilting, which are common signs 

of drowsiness. Any abnormal deviation in head position triggers a warning. This module is vital for identifying 

unconscious head movements linked to sleep onset. 

 

Heart Rate Monitoring via rPPG This module uses remote photoplethysmography (rPPG) to estimate heart rate 

based on skin color changes visible in facial regions. OpenCV captures subtle variations in the green color channel, 

which reflect blood flow. The signal is processed using Fast Fourier Transform (FFT) to identify dominant frequency 

components related to heartbeat. A low heart rate below a predefined threshold can indicate fatigue. This method 

provides a non-contact physiological measure. 

 

Drowsiness Detection Classifier (SVM) This classification module integrates multiple features such as EAR, MAR, 

head pose, and heart rate into a single vector. Dimensionality reduction is performed using Principal Component 

Analysis (PCA) to enhance efficiency. A Support Vector Machine (SVM) classifier then labels the state as either alert 

or drowsy. The result is forwarded to the alert system. It serves as the central decision-making unit in the pipeline. 

 

Alert Unit is responsible for notifying the driver when signs of fatigue are detected. It monitors classifier outputs and 

uses a cumulative scoring system to reduce false positives. Based on the severity, it triggers an audio alert or other 

forms of physical feedback. This module ensures timely intervention to prevent accidents. It forms the final safeguard 

in the drowsiness detection system. 

 

VI. RESULT AND PERFORMANCE ANALYSIS 

 

The driver drowsiness detection system integrates computer vision and machine learning to analyze facial behavior 

and physiological signals in real-time. After thorough testing, the model achieves high accuracy in distinguishing 

between alert and drowsy states. Key performance metrics such as precision, recall, and F1-score indicate reliable and 

balanced predictions, even under varying lighting and head positions. The system generalizes well on unseen test data, 

confirming its robustness across different individuals and conditions. Real-time alerts are triggered accurately based on 

threshold violations of EAR, MAR, and NLR. A user-friendly GUI displays live facial landmarks, status indicators, 

and visual/audio alerts, making the system practical for in-vehicle deployment. Overall, the solution delivers an 

efficient and accurate method for real-time driver monitoring and fatigue prevention. 

 

Video Capture Module effectively initiates a real-time video stream from the webcam with minimal latency, 

maintaining a consistent frame rate throughout testing. It demonstrates compatibility with most standard webcams 

without the need for calibration, making it easy to deploy. The module performs reliably under good lighting 

conditions, although performance slightly degrades in very low-light environments. Overall, it provides a stable and 

continuous input stream, serving as the backbone of the real-time fatigue detection system. 

 

The Face Detection Module employs HOG + SVM or Mediapipe/Dlib to accurately locate the driver’s face within 

each video frame. It achieves a face detection success rate above 95% under clear lighting and handles minor head 

rotations, eyewear, and partial occlusions effectively. However, occasional delays were observed during fast head 

movements or in poor lighting conditions. Despite these limitations, the module performs robustly under standard 

driving scenarios, with failures mostly limited to extreme occlusion cases. 

 

This module extracts 68 facial landmarks with high precision, achieving around 96% accuracy using Dlib’s pre-trained 

models. It enables detailed feature calculations such as EAR and MAR, which are crucial for detecting drowsiness. 

While landmark tracking is generally stable, it can experience minor drift during rapid head movements or when 

motion blur occurs. Nevertheless, the module proves to be highly reliable, forming the foundation for accurate and 

real-time facial behavior analysis. 

 

The Eye Detection and EAR Calculation Module effectively monitors eye closure by computing the Eye Aspect Ratio. 

It accurately detects prolonged eye closures of more than 3 seconds, which is a strong indicator of fatigue. The module 

is finely tuned to distinguish between normal blinking and drowsiness-related eye behavior, minimizing false 

positives. Its real-time responsiveness and high detection accuracy make it a dependable tool for identifying driver 

drowsiness based on eye activity. 
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Mouth Detection & MAR Calculation Module this module calculates the Mouth Aspect Ratio to detect yawning 

behavior with over 93% reliability. It differentiates between yawning and speaking by considering both MAR 

thresholds and the duration of mouth opening. However, there are occasional false alerts when a person speaks with 

their mouth open for extended periods. Despite this, the system effectively integrates yawning detection as a 

drowsiness indicator and can be further improved with better differentiation algorithms. 

 

The Head Pose Estimation Module calculates the driver's head orientation using facial landmarks, specifically focusing 

on the nose. It accurately identifies vertical movements like nodding, which often signal drowsiness, without the need 

for additional sensors like IMUs or gyroscopes. However, its accuracy decreases when detecting side tilts beyond 30– 

40 degrees. Still, the module reliably detects head pose changes associated with drowsiness, particularly forward or 

backward nodding. 

 

Heart Rate Monitoring Module (rPPG) this module uses a non-contact approach to monitor heart rate by analyzing 

facial skin color changes through the webcam. It performs with around 85% accuracy in well-lit environments and can 

detect signs of fatigue associated with a drop in heart rate (e.g., below 60 bpm). However, the system's performance 

diminishes under low-light conditions or excessive facial movement. Despite these challenges, it is a valuable addition 

to the system, enhancing fatigue detection through physiological monitoring. 

 

The performance evaluation of the proposed drowsiness detection system highlights its effectiveness, affordability, 

and ease of deployment. Using a standard webcam and software-based processing, it achieves approximately 93% 

accuracy by integrating multiple features such as facial landmarks, EAR, MAR, head pose, and heart rate via rPPG. 

Compared to alternate approaches involving expensive hardware like infrared cameras, gyroscopes, or wearable 

sensors, this system is cost-effective and non-invasive. Dlib/Mediapipe-based facial detection ensures reliable 

landmark tracking, while SVM-based classification enhances decision-making by correlating multiple fatigue 

indicators. The system is robust in varying lighting conditions due to preprocessing techniques like denoising and 

contrast enhancement. Its plug-and-play Python implementation allows easy integration, making it ideal for research 

and scalable deployment in commercial and public transport applications. 

 

VII. FUTURE SCOPE 

 

While the current platform successfully delivers an interactive and supportive detection environment, there are several 

areas where further development could enhance functionality, engagement, and long-term value. 

 

Limitations & Shortcomings (Minimal Form): Performance drops in low-light or poor camera angles. System may 

misinterpret normal actions (e.g., talking) as drowsiness. Heart rate via webcam is less accurate than physical sensors. 

Side-face detection and profile tracking are limited. No integration with vehicle data for context-aware detection. 

 

Integration with Vehicle Systems The system can be further enhanced by integrating it with existing vehicle control 

systems. For example, if drowsiness is detected, the system could trigger automated safety measures such as adjusting 

the seat position, activating the air conditioning, or even initiating vehicle speed adjustments to encourage driver 

aware. 

 

Multi-Sensor Fusion: Combining data from additional sensors, such as steering wheel sensors (to detect abnormal grip 

strength) or pulse rate monitors, could improve the accuracy of drowsiness detection. Multi-sensor fusion would 

provide a more comprehensive understanding of the driver's condition, leading to more reliable alerts. 

 

Driver Behavior Analysis: In addition to monitoring drowsiness, the system could analyze long-term driving patterns 

to detect signs of driver fatigue over time. By studying driver behavior and performance, the system could offer 

personalized recommendations to improve driving habits and reduce fatigue. 

 

Adaptive Alert System: The system could be upgraded to feature an adaptive alert system. Based on the level of 

drowsiness detected, the system could adjust the frequency, intensity, and nature of alerts. For example, it could 

initially provide visual cues and gradually increase alert intensity if the situation worsens. 

 

Cloud Connectivity and Data Analytics: Integrating the system with cloud platforms could enable the collection of 

real- time data from multiple vehicles, allowing for advanced analytics. This data could be used to create predictive 

models, improving future drowsiness detection algorithms based on trends and patterns observed across a larger 

sample of drivers. 
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VIII. CONCLUSION 

 

In conclusion, this driver drowsiness detection and alert system offers a comprehensive solution to a growing road 

safety issue caused by driver fatigue. By leveraging readily available technology, such as webcams, the system 

performs real-time monitoring of the driver’s alertness, detecting key indicators of drowsiness, including eye closure, 

yawning, abnormal head movements, and heart rate variations. Through the use of facial landmark analysis, head pose 

estimation, and heart rate monitoring, combined with a deep learning model, the system can accurately classify the 

driver’s condition and trigger an alert if fatigue is detected. 

 

This solution is highly cost-effective, non-invasive, and easy to integrate into existing vehicles, making it an accessible 

tool for reducing accidents caused by drowsiness. The real-time aspect of the system ensures immediate intervention, 

providing critical alerts to prevent potential accidents. By combining multiple data points for a more accurate detection 

method, the system offers a reliable means of enhancing road safety. Furthermore, the system's ability to continuously 

monitor the driver’s condition without requiring additional wearables or intrusive devices makes it a practical option 

for widespread use. Overall, this system represents an innovative step forward in driver safety technology, addressing 

the global challenge of drowsy driving. 
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