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Abstract: As international tourism expands and synthetic intelligence era advances, smart travel planning offerings have 

emerged as a significant research awareness. Within dynamic actual- global journey scenarios with multi-dimensional 

constraints, offerings that guide users in automatically developing practical and customized journey itineraries must cope 

with three key objectives: Rationality, Comprehensiveness, and Personalization. However, existing systems with rule-

primarily based combos or LLM-primarily based planning strategies conflict to fully fulfill these criteria. To triumph over 

the demanding situations, we introduce “TravelAgent”, a tour making plans system powered with the aid of massive 

language fashions (LLMs) designed to offer affordable, comprehensive, and customized travel itineraries grounded in 

dynamic situations. TravelAgent incorporates four modules: Tool-utilization, Recommendation, Planning, and Memory 

Module. We evaluate TravelAgent’s performance with human and simulated customers, demonstrating its typical 

effectiveness in three criteria and confirming the accuracy of customized tips. 

 

I. INTRODUCTION 

 

With the boom of worldwide tourism, the call for for automatic journey itinerary technology services has surged. 

Concurrently, tourists are searching for various and personalized studies increasingly. Early platforms (Wikitravellers, 

2024; FrommerMedia LLC, 2024) provide static steerage without advice or making plans. Later structures (Roadtrippers, 

LLC, 2024; Expedia Group, 2024; Booking Holdings Inc., 2024) offer classified recommendation and reserving services 

however heavily depend on guide choice and rule- primarily based mixtures, unable to autonomously generate itineraries 

and adapt to dynamic situations. 

 

Recent advancements in artificial intelligence, specially LLMs, have promoted the development of clever journey 

offerings. However, in spite of their effectiveness in conventional duties, LLMs face challenges in dynamic, actual-

international programs including personalized tour planning, which calls for thinking about more than one constraints 

and real-time records. The TravelPlanner benchmark (Xie et al., 2024) assesses language agents’ talents in dealing with 

those constraints the use of a dataset of journey eventualities. Results exhibit that even cutting-edge 

 

LLMs (OpenAI, 2022; Achiam et al., 2023; Team et al., 2023; Jiang et al., 2023, 2024) and planning strategies (Wei et 

al., 2022; Yao et al., 2022; Shinn et al., 2024) war to satisfy all constraints and produce viable plans. 

 

Despite rationality concerns, travel offerings designed for real-international eventualities require complete itineraries 

incorporating dynamic updates, great-grained information, and large contextual facts. Additionally, personalization is 

also critical for reinforcing the first-class of offerings. In this study, we set up 3 evaluation criteria for itineraries generated 

via tour making plans: Rationality, Comprehensiveness, and Personalization. Each class introduces implementation 

challenges that journey service systems need to deal with: 

 

1. Rationality - How to version constraints in tour eventualities and plan rational itineraries underneath these 

constraints? 

2. Comprehensiveness - How to provide complete tour offerings, which includes advice and making plans, make 

actual-time, nice-grained, and interesting itineraries? 

3. Personalization - How to discover and leverage implicit consumer personalization statistics to supply personalized 

pointers and planning services? 

 

In this paper, we propose TravelAgent, a singular tour carrier gadget powered by way of LLMs and an advanced 

information processing framework to tackle the mentioned core challenges and meet the established assessment criteria. 

TravelAgent features 4 distinct modules: the Tool- Usage Module, Recommendation Module, Planning Module, and 

Memory Module; each is meticulously designed and collaborates seamlessly with others. We version the tour constraints 

and devise efficient algorithms to beautify the Rationality of the starting stage.  
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Additionally, the Tool-usage Module includes a pool of real-time tools; we address the comprehension problem with 

records insights within the Memory Module. Finally, we gift a brand new personalized advice framework for LLM-based 

totally retailers to sell Personalization. 

 

Furthermore, we rigorously evaluate the effectiveness and fine of TravelAgent through two awesome methodologies: 

Overall Evaluation with human customers and Personalization Evaluation with simulated users. Overall 

Evaluation assesses TravelAgent in phrases of the 3 criteria via precise case research. Personalization Evaluation delves 

deeper into Personalization, the usage of simulated users to supply streaming behavioral information for predictive duties 

in appeal tips. Findings imply that TravelAgent continuously offers excessive performance in Rationality, 

Comprehensiveness, and Personalization across multiple tour eventualities. Our contributions encompass: 

 

• System: We outline 3 objective standards for tour offerings and create TravelAgent, a singular AI-pushed gadget 

designed for computerized personalized tour making plans service to cope with the targets. 

• Method: For Rationality, we model tour constraints and increase a spatiotemporal aware making plans algorithm. 

For Comprehensiveness, we set up a real- time records mechanism stronger by using more than one equipment. For 

Personalization, we introduce an agent-primarily based customized recommendation framework with continuous 

mastering of implicit information. 

• Evaluation: We conduct human case studies to assess the general performance of TravelAgent, which surpasses 

the baseline GPT-4+ agent throughout 3 criteria. Further, we undertake behavioral prediction obligations with simulated 

customers and discover that our personalized advice framework famous lower errors fees than baseline LLM-based 

advice methods. 

 

II. RELATED WORK 

 

LLM-primarily based Agent: LLM-primarily based agents have demonstrated vast capability in executing multi-step 

duties (Wang et al., 2024b), showcasing their capability in fields which include training (Wang et al., 2024b; Swan et al., 

2023), healthcare (Zhang et al., 2023), and emotional help (Hasan et al., 2023). To decorate their making plans ability, a 

few researchers suggest project decomposition techniques (Shen et al., 2024; Wang et al., 2023; Singh et al., 2023), at the 

same time as others recognition on step-by means of- step reasoning policies for dynamic making plans (Wei et al., 2022; 

Yao et al., 2024; Besta et al., 2024; Chen et al., 2022; Yao et al., 2022). Additionally, thru reminiscence creation (Zhong 

et al., 2024; Liu et al., 2023b; Hu et al., 2023; Zheng et al., 2023; Huang et al., 2023) and device use (Schick et al., 2024; 

Qin et al., 2023; Lu et al., 2024; Wang et al., 2024a; Yuan et al., 2024), LLM-based totally sellers can leverage historic 

and external assets to better variation, making it a promising tool for tour services. 

 

LLM as Recommendation System: With the arrival of LLMs, researchers endeavor to leverage LLMs for direct hints. 

Two principal strategies have emerged: Direct Recommendation (Dai et al., 2023; Hou et al., 2024; Kang et al., 2023; 

Wang and Lim, 2023) and Decode and Encode (Zhou et al., 2024; Yang et al., 2023; Liu et al., 2023a). The former 

prompts LLMs with customers’ behavioral histories to suggest immediately, whilst the latter decodes a one-time person 

profile from the remaining interplay for subsequent guidelines. However, both methods have obstacles in taking pictures 

long-term consumer preferences thru more than one interaction, resulting in suboptimal effectiveness. 

 

1. The TravelAgent System Design 

 

TravelAgent device is architected into five key modules: (1) Tool-usage Module, which integrates diverse utilities 

drawing from real-time dynamic data resources or arithmetic algorithms; (2)Recommendation Module, which grants 

personalized tour guidelines tailor-made to person possibilities; (3) Planning Module, which includes finances and path 

planning functionalities, leveraging budget plan end result to guide detailed path plans touchy to time and geographic 

constraints; (4) Memory Module, which help to continually examine user possibilities as a comprehensive repository of 

journey information and person profiles. 
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Figure 1: Initial constraints modeling with user input and Memory Module. 

 

 

Figure 2: An example of Hotel Tool call. Appendix A provides a comprehensive overview of all types and functions of 

tools. 

 

1.1. Constrains Modeling 

 

The center assignment in travel services lies in handling multi-dimensional constraints in complicated real-global travel 

eventualities. In this paintings, we categorize these constraints into - (1) Personal Constraints, which might be unique 

to man or woman customers and consist of Hard Constraints and Soft Constraints; (2) Commonsense Constraints, which 

encompass standard travel expertise applicable across diverse situations and beneficial to all users. Figure 1 illustrates an 

initial constraints example. 

• Personal Constraints 1 - Hard Constraints are both person and state of affairs-particular, which should be 

strictly accompanied. These non-negotiable factors, which include the outbound-/go back date, are without delay 

furnished by users in the modern-day situation and mirror their travel targets that are crucial for Rationality and 

Personalization of TravelAgent. 

• Personal Constraints 2 - Soft Constraints are consumer-precise however move-scenarios, initiated by 

historical insights from Memory Module. Instead of explicitly provided via users, they may be exposed steadily by 

TravelAgent throughout a couple of eventualities and evolve with consumer interactions. These personalized elements 

Personal Constraints 1-Hard Constraints 
Initialized by User Input 

Personal Constraints 2-Soft Constraints 

Initialized by Memory & To be Uncovered 

Commonsense Constraints 

Initialized by Memory & To be Uncovered 

I'm organizing a 3-day trip from Beijing to Shanghai,scheduled from 

April 1 to April 4, 2024, for two adults and one 12-year old child. 

Can you give some recommendations and help devising a feasible 

travel plan?" 

1. A sight or a restaurant can’t be visited twice. 

2. Positions of hotels and restaurants should be reasonable 

3. ……. 

1. User Travel Preferences: Art & History…… 

2. User Characters & Interests: Explorer & Extrovert…… 

3. User Spending Power :Medium 

1. Group Composition: 2 adults and 1 12-year-old child 

2. Departure & Destination: Bejing & Shanghai 

3. Outbound & Return Date:2024-04-01 & 2024-04-04 

4. Budget: To be determined 

Personal Constraints-Hard Constraints 

1. Group Composition: 2 adults and 1 12-year-old child 

2. Departure & Destination: Bejing & Shanghai 

3. Outbound & Return Date:2024-04-01 & 2024-04-04 

4. Budget: $1000 

params={ 

"city": Shanghai, 

China,"check_in_date":2024-04- 

01, 

"check_out_date":2024-04-04, 

"adults":2"children":1, 

"children_ages":12, 

"price":HOTEL_FUND 

} 

Parameter Extraction Hotel Tool Call 

Item List 

Hotel1 

Hotel2 

Hotel3 

…… 

Real-time Hotel Info 
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are not obligatory however substantially have an effect on Personalization and user pleasure. 

• Commonsense Constraints are trendy understanding relevant to customers and eventualities, which might be 

initiated with the aid of Memory Module and constantly discovered by means of TravelAgent. They are critical for 

Rationality of itineraries and journey stories, consisting of stopping the repetition of dining eating places. 

 

1.2. Tool-usage Module 

TravelAgent integrates diverse actual-time records sources to make sure up to date recommendations and plans. Tool- 

utilization Module, which underpins Rationality and Personalization and serves because the middle issue for enhancing 

Comprehensiveness, is divided into classes: actual-time API gear and arithmetic set of rules gear. The first class, 

powered by means of SerpAPI2 and Google Maps API3, consists of specialized utilities such as Attraction Tool, designed 

to fetch tremendous actual- time statistics. The 2nd category comprises tools like Distance and Time Tools, which appoint 

mathematics algorithms to make sure specific course planning. 

 

As proven in Figure 2, after initial constraints modeling, Tool-utilization Module extracts established parameters from 

Hard Constraints, serving because the foremost filter out at the device-name stage. Subsequently, it invokes specific tools 

according to the centered advice or planning factor. The filtered information is then transmitted to Recommendation 

Module for added refinement and in the end, conveyed to Planning Module. 

 

 

Figure 3: The process of Attraction Recommendation 

 

1.3. Recommendation Module 

Recommendation Module serves as the number one factor to gain Personalization of TravelAgent. It diverges from 

traditional paradigms of recommendation systems by means of at once leveraging LLM-based totally dealers to carry out 

online pointers. Inspired by way of some related paintings for on-line Personalization construction (Chidlovskii, 2015; 

Dalvi et al., 2022; Baek et al., 2024; Ma et al., 2024), we shape a data-driven recommendation framework incorporates 

Budget, City, Flight, Hotel, Restaurant, and Attraction Recommender, which always learns implicit personalization 

records thru more than one interactions. 

Recommendation Module capitalizes on 4 awesome records resources for tips: 

• In-context Travel Constraints, sourced from the person interface, refers to Hard Constraints supplied via 

customers, reflecting their specific wishes for the cutting-edge journey scenario. 

• Real-time Travel Information, derived from Tool- utilization Module, encompasses up-to-date details on 

numerous travel options, every characterized through multi- dimensional attributes. 

• History Insights, retrieved from Memory Module, contains discovered common-sense know-how, person 

personas, and beyond interactions facts. These insights dynamically evolve via new interactions and in the end re-storing 

in Memory Module for future use. 

• Generalized Knowledge, sourced from LLMs, consists of a extensive variety of fundamental tour-related 

know-how. 

 

Take appeal recommendation as an instance, the entire worflow is proven in Figure three - (A) In-context Constraints 

Extraction: At the begin of a journey scenario, Hard Constraints are initialized based at the consumer’s enter from the 

user interface; (B) History Insights Retrieval: Concurrently, the device retrieves relevant historic insights from Memory 
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Module, initializing implicit constraints, consisting of both soft and common sense constraints; (C) Real-time 

Information Gathering: At the enchantment advice degree, Attraction Tool makes use of Hard Constraints to fetch up 

to date attraction statistics; 

(D) Data-driven Recommendation: Recommendation Module synthesizes all information and leverage LLMs to 

generate personalized enchantment recommendations and visit tips; 

(E) User Behavioral Interactions: Recommendation list, followed with the aid of contextual facts, are presented on the 

established person interface for user comments (like/bypass); (F) Items Re-rank Based on consumer feedback, the 

Recommendation Module re-ranks the attractions, finalizing the choice for course making plans; 

(G) Implicit Insight Learning: Post-interaction, the system draws new brief-time period in-points of interest applicable 

to users’ personality and common-sense information, updating lengthy-time period insights in Memory Module. With 

this pipeline, TravelAgent can usually research implicit information and dynamically hold a tailor-made perception of 

each person. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 : The whole workflow of Route Planner illustrates the dynamic generation process of multi-day itineraries. 

 

1.4. Planning Module 

Planning Module accommodates Budget Planner and Route Planner. We innovatively integrate budgetary elements 

into the making plans manner to enhance the itinerary’s Rationality and Comprehensiveness, empowering making plans 

with LLMs and a spatiotemporal-aware direction algorithm. 

 

Budget Planner: After initial constraint modeling, Budget Recommender engages LLMs to generate a initial finances 

estimate. Once users verify their finances, Budget Planner re-evaluates customers’ monetary situation and strategically 

distributes the budget throughout six classes: Accommodation, Attractions, Restaurants, Transportation, Other Expenses, 

and a Reserve Fund, primarily adheres to common sense understanding and dynamically adjusts consistent with different 

constraints to ensure that the travel plans are economically feasible and tailored to the context. 

 

Route Planner: As proven in Figure four, guided with the aid of the finances plan, multi-day itineraries are dynamically 

generated the use of an appeal set seasoned- vided by using Recommendation Module. Each day’s 

 

Algorithm 1: Calculate Score for Attraction Ai 

Require: 

Current Position pcur , Current Time tcur 

Available Attraction Ai = (pi, δti, τi) 

▷ Attraction Position Ai 

▷ Recommended Duration δti 

▷ Recommended Visit Time Window τi 

Left Time tlef t, Travel Speed v 

Ensure: Si 

1: di ← ∥pcur − pi∥ ▷ Calculate distance 

2: tcost,i ← di/v + δtrec,i ▷ Calculate travel time 3: Tarr,i ← tcur + di/v ▷ Calculate arrival time 4: 

Tdep,i ← Tarr,i + δti ▷ Calculate leave time 5: Sret,i ← RETURNTIMESCORE(tlef t, tcost,i) 

6: Sopt,i ← VISITTIMESCORE((Tarr,i, Tdep,i), τi) 7: Slef t,i ← RESERVETIMESCORE(tlef t, tcost,i) 8: Si ← Sret,i 

User Input & History Insight in Memory 

Day2 

• 09:10to11:10:VisitY 
uGarden. 

• 11:10to13:10:Havelun 
chatYang'sFriedDum 
pling. 

• 13:20to15:20:VisitSh 

anghaiOceanAquari 
um…… 

Day1 

• 08:00to10:10:flight 

• 10:10to14:00: 

Check- 

inatDayinInternationalY 

outhHostel 

• 16:00to18:00:Haved 

inneratXiaoYangShe 

ngJian…… 

Day4 

• 09:00to11:25:Hotelch 
eck-outandpreparefor 
the return flight. 

• 11:25to13:40:Return 

flight(CZ8880) 

Day3 

• 09:10to10:10:VisitPe 
ople'sSquare. 

• 10:10to12:10:Havelu 
nchatLostHeavenBar. 

• 12:10to12:20:Travelto 

FormerResidenceofSun 

Yat-Sen.,,,,, 

https://iarjset.com/
https://iarjset.com/
https://iarjset.com/


 IARJSET 

International Advanced Research Journal in Science, Engineering and Technology 

Impact Factor 8.311Peer-reviewed & Refereed journalVol. 12, Issue 5, May 2025 

DOI:  10.17148/IARJSET.2025.125334 

© IARJSET               This work is licensed under a Creative Commons Attribution 4.0 International License              1989 

ISSN (O) 2393-8021, ISSN (P) 2394-1588 
 

+ Sopt,i + Slef t,i  ▷ Final score 

9: return Si 

 

planning starts off evolved by means of setting initial conditions, including modern role pcur, modern time tcur, and an 

end time. In addition, we pre-described some expected occasion workouts consistent with Commonsense Constraints to 

make sure rational making plans, such as eating or check- ins. The day by day making plans manner iterates as long as 

time permits and points of interest are to be had, with every new release re-comparing the course point characterized with 

the aid of the modern coordinates (pcur, tcur). If the modern coordinates align with a specific event, corresponding actions 

are carried out, which includes selecting an foremost nearby eating place. Otherwise, the planner evaluates the available 

points of interest and selects one for a go to. After every path point, the coordinates (pcur,tcur) are updated to align 

subsequent activities with the strategic temporal and spatial logistics. 

 

Attraction Scores Calculation: For higher assessment at (pcur, tcur), we devise Algorithm 1 to attain to be had points 

of interest. For every attraction Ai, firstly take a look at the space di from pcur to the enchantment pi to compute three 

time-(1) the travel time tcost,i, including both the tour length at speed v and the endorsed go to period δtrec,i; (2) the 

advent time Tarr,i (3) the go away time Tdep,i. The scoring mechanism includes 3 components: 

• Return Time Score Sret,i, which assessments if the overall tour time and length at the Ai suit in the closing day 

time tleft. 

• Optimal Visit Time Score Sopt,i, which evaluates how properly the visit aligns with the desired traveling 

window τi. 

• Reserve Time Score Sleft,i, which optimizes the usage of the remaining time, prioritizing efficient day planning. 

 

The general score Si = Sret,i +Sopt,i +Sleft,i guides the selection of the next enchantment, making sure the itinerary is 

balanced, enjoyable, and logistically sound. This approach dynamically adapts to each day instances, aligning tour plans 

with real-time constraints and choices. 

 

 

 

 
 

Figure 5: MAE and RMSE trends over simulated user interactions. When with user behavior history, our methods 

demonstrate superior cold-start performance and excellent error control. When without user behavior history, our methods 

mitigate performance degradation effectively compared to baselines. 
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1.5. Memory Module 

Memory Module is designed to promote Personalization and dynamic records processing and includes two primary 

components: (1) Short-time period Memory stores new person interactions and captures the instant contextual tour 

statistics, constraints, and plans, adapting to the trendy person options. (2) Long-term Memory retains consumer 

statistics over prolonged intervals, accumulating a complete character based on historical interactions. It shops strong 

person possibilities, inclusive of a user’s consistent hobby in green attractions or unique nutritional requirements. 

Historical insights permit the gadget to provide guidelines that align with long-time period tour behavior and alternatives. 

 

III. EVALUATION 

 

We conduct simulated and human user evaluations of TravelAgent to verify its performance against the three criteria: 

Rationality, Comprehensiveness, and Personalization. 

 

Overall Evaluation 

This section gives the outcomes from case studies that evaluated TravelAgent using 20 distinct travel scenarios and user 

input forms (proven in Appendix D). To establish a baseline, those case studies were additionally carried out with an 

ordinary agent device, the GPT-four+ agent (Achiam et al., 2023), to exhibit the overall performance of the proposed 

TravelAgent. In this section, human customers engage with TravelAgent and the GPT-4+ agent online the use of those 

20 enter bureaucracy. Throughout the entire workflow and analysis of generated itineraries, human users evaluated 3 

criteria on a scale from 1 to 10: Rationality, Comprehensiveness, and Personalization. Each criterion was assessed in 

keeping with a predefined set of assessment dimensions distinctive in Appendix E. The average ratings are supplied in 

Table 1, and comparative case study examples are designated in Appendices F and G 

 

Personalized Evaluation 

To examine Personalization Module of TravelAgent and the performance of our agent-based totally on-line advice 

framework, we test with a hundred simulated customers based on GPT-3.5-rapid-0125 (OpenAI, 2022) and 10 travel 

situations and teach Recommendation Module to signify 20 points of interest consistent with city to each user. Simulated 

customers charge items primarily based on alternatives, and TravelAgent predicts those ratings whilst usually mastering 

over interactions. We in comparison our technique with two famous LLM-based recommendation frameworks: (1) Direct 

Recommend and (2) Decode and Encode, both lacking reminiscence and chronic getting to know. Evaluation metrics 

included Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE). Figure 5 indicates the trend results over 

consumer interactions and our methods’ high prediction accuracy, verifying TravelAgent’s Personalization. 

 

Limitations 

While TravelAgent we proposed goals to address rational and personalized journey itinerary era for actual-world tour 

situations, its miles crucial to acknowledge sure obstacles in our have a look at. Firstly, the machine closely is predicated 

on the first-class of dynamic real-time records resources; inaccuracies, which include previous flight information, can 

bring about suboptimal recommendations and impractical final plans. Future research should recognition on improving 

the exceptional and reliability of these statistics assets to improve adaptability throughout exclusive travel scenarios. 

Secondly, a deeper exploration of personalized sports in journey itineraries based on extra targeted consumer 

personalization records is needed for in addition improvement. 

 

IV. CONCLUSION 
 

In this work, we introduced TravelAgent, a singular journey service gadget leveraging LLMs and real- time information 

for automatic itinerary technology in actual- international scenarios with multi-dimensional constraints. We set up three 

criteria for travel planning and version tour constraints. To deal with the challenges, we evolved tailored spatiotemporal-

conscious algorithms and a novel agent-based customized on-line recommendation framework better with the aid of real-

time records processing mechanism and dynamic memory. We examine TravelAgent via simulated user rating prediction 

and actual-international human case studies. The system promises rational, comprehensive, and personalized journey 

offerings. We desire our work will encourage in addition exploration of travel services and LLM-based agent programs. 
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