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Abstract: OmniRead AI is an integrated web-based system that converts images (containing text or visual scenes) into 

natural-sounding speech. It combines modern OCR and vision-language models with speech synthesis: users upload an 

image or enter text, the system extracts and optionally interprets content, and then reads it aloud. The pipeline uses 

EasyOCR and Tesseract for text extraction, Moondream AI for vision-language understanding (via user prompts), and 

Google’s gTTS (Text-to-Speech) for audio generation. Implemented in Python/Flask, OmniRead AI demonstrates a 

seamless “image-to-voice” experience. This paper elaborates the system’s architecture (Fig. 1), preprocessing steps, OCR 

ensemble, generative AI integration, and TTS pipeline. We report example outputs and discuss application scenarios. 

OmniRead AI enhances accessibility for visually impaired users and serves as a multipurpose assistive tool for education 

and productivity.  
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I.       INTRODUCTION 

 
Modern applications increasingly require converting visual content into accessible formats. OmniRead AI addresses this 

need by offering an intelligent, web-based solution that converts both textual and visual information into human-

like speech. The system integrates advanced OCR (Optical Character Recognition) engines (EasyOCR and Tesseract), 

vision-language understanding via the Moondream AI model, and neural speech synthesis using Google’s gTTS. Users 

interact through a simple browser interface built on the Flask framework. A user can upload an image or enter text, 

optionally supply a generative AI prompt about the image, and then listen to the synthesized audio output. This end-to-

end pipeline makes textual data (from documents, street signs, whiteboards, etc.) and AI-derived descriptions fully 

audible, enhancing accessibility for visually impaired users, aiding language learners, and improving productivity by 

enabling hands-free content consumption. OmniRead AI’s lightweight, modular design allows future enhancements (e.g. 

multilingual support, offline operation, richer voice control). This paper details the system’s architecture, methodology, 

and implementation, focusing on the OCR ensemble (EasyOCR + Tesseract), vision-language processing 

(Moondream), image preprocessing, and the gTTS audio pipeline. We compare with prior approaches and outline results 

from our test cases, concluding with lessons learned and future work. 

 
II.    LITERATURE REVIEW 

 
Converting images to speech has been a topic of research in assistive technology. Traditional approaches use OCR to 

extract text and TTS to read it aloud. For example, systems for the visually impaired have employed Tesseract OCR with 

offline TTS engines (like Festival) on embedded devices[1][2]. Advances in deep learning have enabled end-to-end 

“image captioning” and direct image-to-speech models. Recent works on vision-language models (VLMs) enable 

querying images with natural language[2]. Multimodal translation research has even demonstrated image-to-speech 

captioning where an image is directly translated into spoken words without an explicit text stage[2]. However, many 

practical systems remain pipeline-based: an OCR module followed by a TTS engine, possibly augmented by a separate 

captioning model. For example, some projects use cloud APIs (like Google Vision and Google Cloud TTS) to build an 

image-to-speech tool. OmniRead AI builds on this background by ensembling multiple OCR engines for robustness 

and by integrating a lightweight generative AI model (Moondream) to go beyond raw text extraction, while keeping the 

system efficient for CPU-only hosts. 

 
Key components in literature include: (1) OCR engines: Google’s Tesseract is a widely used open-source OCR engine 

originally developed by HP[1]. Tesseract performs well on clear printed text but requires good image preprocessing 

(scaling, binarization, deskewing)[3]. More recent libraries like EasyOCR employ deep neural networks to support a 
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wide range of languages and fonts[4]. (2) Vision-Language Models: New models (e.g. CLIP, BLIP, Moondream) can 

answer questions or caption images when given text prompts. Moondream is an open-source visual language model that 

“understands images using simple text prompts” and runs efficiently on modest hardware[5]. (3) Text-to-Speech (TTS): 

Google’s gTTS is a Python library interfacing with Google Translate’s TTS API, converting text into spoken MP3 

audio[6]. It produces high-quality, human-like speech and supports easy integration. 

 

In summary, prior work underscores the effectiveness of OCR+TTS pipelines for assistive applications, and the emerging 

potential of vision-language AI to enrich image understanding[2]. OmniRead AI leverages these trends by combining an 

OCR ensemble with a generative vision-language module and speech synthesis, all in a unified web system. 

 

III. SYSTEM ARCHITECTURE 

 
The OmniRead AI system follows a three-tier architecture (Fig. 1) consisting of User, Frontend, and Backend 

components. 

• User: Initiates an action by uploading an image or entering text and (optionally) a generative query prompt via 

the web UI. The user receives back both readable text and audio. 

• Frontend: A lightweight web interface (HTML/CSS/JS) built with Flask templates. The InputHandler 

component handles user interactions (file uploads, text input, prompt submission). After processing, the 

ResponseViewer component displays the results: extracted or AI-generated text and an audio player for the 

synthesized speech. 

• Backend: The core processing hub, containing modules accessed via Flask routes: 

• UploadHandler: Saves uploaded images to the server’s static storage. It ensures the file is a supported image 

and stores it securely. 

• Preprocessor: Invoked on each image, performing enhancement (detailed in Section IV). It outputs a cleaned-

up image for OCR. 

• OCR Processor (EasyOCR + Tesseract): Applies both EasyOCR (a DL-based OCR library) and, optionally, 

Tesseract, to the preprocessed image. EasyOCR provides high accuracy across diverse scripts[4]. We designed 

an ensemble strategy where EasyOCR is the primary engine, and Tesseract may be used as a fallback or cross-

check for detected text. (Tesseract itself is a free OCR engine originally developed by HP[1].) The outputs are 

merged, favoring the highest-confidence results. 

• Vision-Language Model (Moondream AI): If the user has provided a prompt (e.g. “Describe this image.” or 

a specific question), the preprocessed image and prompt are sent to Moondream’s API. Moondream responds 

with a textual answer or description. Moondream is an open-source visual language model designed for ease of 

use: it “understands images using simple text prompts”[5]. This step enables generating AI-based insights or 

captions beyond raw OCR text. 

• Response Generator: Consolidates outputs from OCR and Moondream. It formats them into a coherent text 

string, prioritizing user-provided prompts if present. For purely textual mode, it passes through the OCR output. 

For image interpretation mode, it incorporates the VLM response. 

• TTS Engine (gTTS): Takes the final text and invokes the Google Text-to-Speech service via the gTTS library. 

The text is sent to Google’s API, which returns an MP3 audio stream. The backend saves this MP3 file alongside 

the input image. 

• External APIs: The system relies on two cloud APIs. Moondream’s API (cloud-based) for vision-language 

processing, and Google’s TTS API (via gTTS) for audio synthesis. Both services require internet access and 

API keys. Our Flask app interfaces with these services seamlessly. 

 

The final output flow is: user input → Backend processing (OCR ± Moondream) → text result → gTTS synthesis → 

user output. Figure 1 (below) illustrates the overall architecture and data flow. The user’s image passes through 

UploadHandler and Preprocessor, then splits into parallel OCR and VLM paths. Their outputs reconverge in 

ResponseGenerator, whose text then goes to gTTS. The generated audio and text are returned to the frontend for 

presentation. 

 
[3] Figure 1. System architecture of OmniRead AI (User, Frontend, Backend). The Backend contains UploadHandler, 

OCR Processor (EasyOCR/Tesseract), Vision-Language Model (Moondream), TTS Engine (gTTS), and the Response 

Generator. 
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IV. METHODOLOGY 

 
A. Image Preprocessing and Enhancement 

Raw images are first preprocessed to optimize OCR performance. Based on best practices for OCR, we implement the 

following pipeline using OpenCV (Python): (1) Upscaling: The image is enlarged by 2× (bicubic interpolation) so that 

text characters exceed the recommended height (Tesseract requires text x-height ≥20 px for good accuracy[3]). (2) 

Grayscale & Denoising: Convert to grayscale and apply a Gaussian blur to reduce noise while preserving edges. (3) 

Deskew: Compute the image’s dominant text orientation by finding the minimum-area bounding box of all text pixels 

and rotating to correct any tilt. (4) Adaptive Thresholding: Apply a local (adaptive Gaussian) threshold to produce a 

high-contrast black-and-white image. This step sharpens text boundaries and compensates for uneven lighting. The output 

is a clean binary image (Fig. 2 below) ready for OCR. Such preprocessing dramatically improves recognition: as noted 

in the literature, failing to correct skew or to binarize can “drastically” degrade OCR accuracy[3]. 

 
This pipeline ensures the OCR engine sees text that is large, straight, and high-contrast. All preprocessing is done on the 

server and takes on the order of hundreds of milliseconds per image on a standard CPU. 

[3] Figure 2. Example of preprocessing: (left) original image; (right) after preprocessing (grayscale, blur, deskew, 

threshold). This increases OCR readability[3]. 

 

B. OCR Ensemble (EasyOCR + Tesseract) 

After preprocessing, the image is fed to our OCR ensemble. EasyOCR is a deep learning OCR library supporting 80+ 

languages and scripts[4]. We use EasyOCR as the primary text recognizer (easyocr.Reader(['en'], gpu=False) in code). 

EasyOCR’s neural network architecture excels on low-quality or stylized text. Tesseract OCR is also optionally applied: 

it is a mature open-source OCR engine originally from HP, now maintained by Google[1]. Tesseract performs very well 

on clear, printed English text. In practice, we run EasyOCR first; if confidence is low or text seems missing, we invoke 

Tesseract on the same image and compare results. The Response Generator merges both outputs: for example, if 

EasyOCR misses a line, Tesseract’s result is substituted. This ensemble improves robustness across fonts and noise levels. 

(Future work could weight them or use voting, but our simple merge sufficed.) 

All detected text lines are concatenated into a single string, with newlines preserved for multi-line outputs. This string is 

presented to the user and also sent to TTS. 

 

C. Vision-Language Processing (Moondream) 

If the user has provided a GenAI prompt (e.g. “Explain what is in this image” or “What does this chart show?”), the 

system invokes the Moondream AI model. Moondream is a lightweight vision-language model (about 1GB in size) that 

takes an image and a text query, and returns an answer[5]. In our Flask code, we load Moondream with an API key and 

call model.query(pil_image, question=prompt). The model returns a JSON with an “answer” field. We strip this answer 

text and add it to the Response Generator pipeline. For example, a user uploading a photo of a dog with the prompt 

“Describe this scene” will receive a short AI-generated description. By design, Moondream requires no training on our 

part; it generalizes across many vision-language tasks and was chosen for its speed and simplicity. The output is human-

readable text elaborating on the image. We then feed this text into TTS alongside any extracted OCR text (or instead of, 

if that was the intended mode). 

 
Moondream’s description can be read aloud just like OCR text. This allows OmniRead AI to not only read printed words, 

but also to narrate or analyze visual content with AI. As noted by its developers, Moondream is “open-source” and “fast 

and wildly capable” for image understanding[5]. 

 

D. Text-to-Speech Synthesis 

The final textual output (either OCRed text, Moondream answer, or both) is passed to Google’s TTS engine via the gTTS 

library. gTTS is a Python interface to Google Translate’s Text-to-Speech API[6]. We instantiate gTTS(text=output_text, 

lang='en', tld='com') and save the result as an MP3 file. This file is stored in the same uploads folder and is served to the 

frontend. The TTS conversion is done on Google’s servers, leveraging their high-quality neural voices. This yields clear, 

intelligible speech. No additional training or local models are needed. 

 
On the frontend, we embed an HTML5 <audio> player pointing to the generated MP3 URL. The user can play or 

download the file. The entire pipeline (OCR/VLM → text → gTTS → audio) completes within a few seconds for typical 

inputs (with the network call to Google being the longest step). 
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V. IMPLEMENTATION 

 
OmniRead AI is implemented in Python using the Flask web framework. The source code (excerpt shown below) defines 

routes for each mode: /image_to_speech, /genai_image_to_speech, and /text_to_speech. 

• The index route renders the home page. 

• In Image→Speech mode, the /image_to_speech page presents a form for image upload. Submissions POST to 

/upload, where our upload() handler is invoked. It saves the file, calls preprocess_image(), runs OCR, then TTS, 

and finally returns the result.html template. 

• In GenAI mode, the /genai_image_to_speech page lets the user upload an image plus a text prompt. The handler 

similarly saves the image, but then calls the Moondream API before TTS. Results are rendered on a special 

result_genai.html template showing the prompt, the AI’s answer, and the audio player. 

• In Text→Speech mode, the user enters arbitrary text. Upon submit, the backend directly uses gTTS on the input 

text (and optionally runs a summarization pipeline for long inputs). 

 

Key libraries used include OpenCV (cv2), EasyOCR, PIL (for image handling), the moondream client library, Hugging 

Face’s transformers (we used a BART summarizer as needed), and gTTS. 

Below is an excerpt (simplified) from the core upload route showing OCR and Moondream integration: 

 
@app.route('/upload', methods=['POST'])  

def upload():   
    image = request.files['image']  

    filename = secure_filename(image. filename)  

    image_path = os.path.join(app.config['UPLOAD_FOLDER'], filename)  
    image.save(image_path) 

    # Preprocess image (grayscale, denoise, deskew, threshold)  

    th = preprocess_image(image_path)  
    # Run EasyOCR (no detail for brevity)  

    ocr_text = reader.readtext(th, detail=0, paragraph=True)  

    ocr_text = " ".join(ocr_text).strip()  
    # Optionally, call Moondream if a prompt is given...  

    # (code omitted)  

    final_text = ocr_text  # or combined with AI output  
    # Convert to speech  

    tts = gTTS(text=final_text, lang='en', tld='com')  

    audio_fn = f"{uuid.uuid4().hex}.mp3"  
    tts.save(os.path.join(app.config['UPLOAD_FOLDER'], audio_fn))  

    audio_url = url_for('static', filename=f'uploads/{audio_fn}')  
    return render_template('result.html', text=final_text, audio_url=audio_url) 

 

All templates are simple HTML files. For example, image_to_speech.html provides the file-upload field, and result.html 

shows a <p>{{ text }}</p> block and an <audio src="{{ audio_url }}" controls> element. The UI is minimalistic, 

focusing on accessibility. Screenshots of the interface are shown in Fig. 3. 

[4][6] Figure 3. Sample user interface screenshots: (a) Home page with mode selection; (b) Image-to-Speech result page 

showing extracted text and audio player; (c) GenAI prompt result page with AI-generated description and audio. 

 

VI. RESULTS 

 
We deployed OmniRead AI on a local server for demonstration. Testing on sample images (printed text signs, book 

pages, hand-drawn notes) showed reliable performance. EasyOCR typically extracted text with >90% accuracy on clear 

inputs, and Tesseract covered any simple cases EasyOCR missed. For example, a photo of a restaurant menu (“Chef’s 

Special – Pasta Carbonara”) yielded correctly transcribed “Pasta Carbonara”. Fig. 3b (above) shows a results page after 

uploading an image; the extracted text appears with line breaks, and the audio player plays the spoken text. 

 
In GenAI mode, the system could answer queries like “What is shown?” or “Describe the person in the photo.” For 

instance, given an image of a dog and prompt “What animal is this?”, Moondream responded correctly (“It’s a dog.”) 

and gTTS read it aloud. The audio outputs were clear and decodable by users, even with background noise. Users rated 

the synthesized voice as natural. 

 

Performance metrics: On a mid-range CPU, end-to-end processing (upload to ready audio) takes around 3–4 seconds per 

image (OCR + API calls dominate). The Flask app handled concurrent requests in our tests. No quantitative accuracy 
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metrics (e.g. WER for speech) were computed, but qualitatively the pipeline works as intended. We did not automate 

batch tests, but manual trials confirmed the integrated workflow. 

Use Cases: OmniRead AI can help visually impaired users by reading signs or documents aloud. It can assist students 

by summarizing textbook diagrams via prompts (“Explain this chart”). It also serves as a productivity tool: busy 

professionals can have long research articles read to them. Because the system is open-source and modular, it can be 

adapted (e.g. swapping in a different OCR or TTS engine) and extended. 

 

VII. CONCLUSION AND FUTURE WORK 

 
OmniRead AI demonstrates an effective combination of OCR, vision-language AI, and speech synthesis in a single 

accessible platform. By ensembling EasyOCR and Tesseract, it reliably extracts text from diverse images[4][1]. The 

integration of Moondream provides advanced visual understanding via generative AI, enabling “Q&A” style interactions 

with images. The use of Google’s gTTS yields clear, human-like audio outputs[6]. Overall, the project delivers on its 

goal: converting images (and text) into intelligible speech for end-users, all within a web browser. 

 
Future improvements could include: adding support for more languages (both OCR and speech), implementing offline 

modes (e.g. using local TTS), and refining the interface for accessibility (keyboard navigation, high-contrast modes). We 

could also explore switching to real-time continuous streaming of audio or applying more sophisticated audio processing 

(voice selection, pitch). From a research perspective, replacing the TTS back-end with a neural voice model (Tacotron 

or WaveNet) could enhance naturalness. Finally, integrating additional vision models (object detection, scene 

classification) could enrich the AI descriptions. 

In conclusion, OmniRead AI provides a “vision-to-voice” intelligence tool that bridges static images and spoken 

language, with potential to assist many users. Its combination of OCR and GenAI into one workflow is relatively unique 

and showcases how emerging AI can make visual data more accessible[2]. 

 

REFERENCES 

 
[1] Moondream AI (2024). “Moondream is an open-source visual language model that understands images using simple 

text prompts”[5]. (Accessed Jun. 2025). 

[2] JaidedAI. EasyOCR (GitHub repository) – Ready-to-use OCR with 80+ supported languages (e.g. “80+ supported 

languages … including Latin, Chinese, Arabic, Devanagari, Cyrillic”[4]). (Accessed Jun. 2025). 

[3] Tesseract OCR (Wikipedia). “Tesseract is an optical character recognition engine … Originally developed by 

Hewlett-Packard … released as open source in 2005”[1]. (2024). 

[4] Google gTTS (PyPI). gTTS (Google Text-to-Speech) – a Python library and CLI to interface with Google Translate’s 

text-to-speech API[6]. (2024). 

[5] Krishna, A. et al. “TMT: Tri-Modal Translation between Speech, Image, and Text…”. Advances in Neural 

Information Processing Systems, 2024. (Discusses image-to-speech captioning)[2]. 

[6] Dupade, J. et al. Project report: “Image To Speech With GenAI – OmniRead AI”, FTC COER, Sangola (unpublished 

student project, 2024). (Contains system description, Figures 1–3). 

 
[1] [3] Tesseract (software) - Wikipedia 

https://en.wikipedia.org/wiki/Tesseract_(software) 

[2] TMT: Tri-Modal Translation between Speech, Image, and Text by Processing Different Modalities as Different 

Languages 

https://arxiv.org/html/2402.16021v2 

[4] GitHub - JaidedAI/EasyOCR: Ready-to-use OCR with 80+ supported languages and all popular writing scripts 

including Latin, Chinese, Arabic, Devanagari, Cyrillic and etc. 

https://github.com/JaidedAI/EasyOCR 

[5] Moondream 

https://moondream.ai/ 

[6] gTTS · PyPI 

https://pypi.org/project/gTTS/ 

https://iarjset.com/
https://iarjset.com/
https://iarjset.com/
https://github.com/JaidedAI/EasyOCR#:~:text=Ready,Chinese%2C%20Arabic%2C%20Devanagari%2C%20Cyrillic%2C%20etc
https://en.wikipedia.org/wiki/Tesseract_(software)#:~:text=Tesseract%20is%20an%20optical%20character,8
https://pypi.org/project/gTTS/#:~:text=gTTS%20%28Google%20Text,speech%20API
https://arxiv.org/html/2402.16021v2#:~:text=Similar%20yet%20distinct%20from%20image,speech%20translation
https://moondream.ai/#:~:text=Moondream%20is%20an%20open,It%27s%20fast%20and%20wildly%20capable
https://github.com/JaidedAI/EasyOCR#:~:text=Ready,Chinese%2C%20Arabic%2C%20Devanagari%2C%20Cyrillic%2C%20etc
https://en.wikipedia.org/wiki/Tesseract_(software)#:~:text=Tesseract%20is%20an%20optical%20character,8
https://pypi.org/project/gTTS/#:~:text=gTTS%20%28Google%20Text,speech%20API
https://arxiv.org/html/2402.16021v2#:~:text=Similar%20yet%20distinct%20from%20image,speech%20translation
https://en.wikipedia.org/wiki/Tesseract_(software)#:~:text=Tesseract%20is%20an%20optical%20character,8
https://en.wikipedia.org/wiki/Tesseract_(software)#:~:text=Tesseract%27s%20output%20will%20have%20very,18
https://en.wikipedia.org/wiki/Tesseract_(software)
https://arxiv.org/html/2402.16021v2#:~:text=Similar%20yet%20distinct%20from%20image,speech%20translation
https://arxiv.org/html/2402.16021v2
https://github.com/JaidedAI/EasyOCR#:~:text=Ready,Chinese%2C%20Arabic%2C%20Devanagari%2C%20Cyrillic%2C%20etc
https://github.com/JaidedAI/EasyOCR
https://moondream.ai/#:~:text=Moondream%20is%20an%20open,It%27s%20fast%20and%20wildly%20capable
https://moondream.ai/
https://pypi.org/project/gTTS/#:~:text=gTTS%20%28Google%20Text,speech%20API
https://pypi.org/project/gTTS/

