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Abstract: Accurate diagnosis of lung and breast cancer is crucial for effective patient treatment and management. This 

study presents a novel framework that integrates hybrid clustering and Convolutional Neural Network (CNN) based 

classification for improved diagnosis of lung and breast cancer. The integration of hybrid clustering allows for the 

identification of intricate patterns within the lung and breast cancer datasets, while CNN ensures effective feature 

extraction and classification. The results verified the effectiveness of the proposed approach in accurately clustering 

and classifying lung and breast cancer instances. Classification results reveal a high level of accuracy for both lung and 

breast cancer datasets, with lung cancer achieving an accuracy score of 0.9847 and breast cancer reaching an accuracy 

score of 0.9986. Precision, recall, and F1 scores further validate the robustness of the approach. The proposed approach 

demonstrates promising potential for accurate cancer diagnosis and prognosis. 
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1.  INTRODUCTION 

On a global scale, cancer is presently responsible for one out of every six fatalities, making it a serious and rapidly 

expanding public health concern [1]. There might be an increase in both the number of new cases, around 18.1 million 

and fatalities, around 9.6 million, in the next decades. As a result of improvements in disease control and longer life 

expectancy, non-communicable chronic diseases, including cancer, have emerged as a major public health concern in 

the current epidemiological shift. It is estimated that cancer would account for almost 30% of all fatalities caused by 

non-communicable diseases [2].  

Although cancer could impact everyone, it is essential to examine the effects based on the significant healthcare 

disparities that exist globally.  Where the population is mostly vulnerable, access to healthcare would almost surely 

increase the cancer death rate. Access to medical treatment is still a major issue, and diagnoses are often established at 

the late stages of the disease. Figure 1 shows the types of cancer-based on worldwide occurrence. 

 

Figure 1. Leading cancer cases globally [3] 

https://iarjset.com/
https://iarjset.com/
https://iarjset.com/


IARJSET 

International Advanced Research Journal in Science, Engineering and Technology 

Impact Factor 8.311Peer-reviewed & Refereed journalVol. 12, Issue 8, August 2025 

DOI:  10.17148/IARJSET.2025.12807 

© IARJSET                   This work is licensed under a Creative Commons Attribution 4.0 International License                  64 

ISSN (O) 2393-8021, ISSN (P) 2394-1588 

 

An increase in advanced-stage illness and death might result from delayed diagnosis and treatment [4]. Hence, the 

identification of cancer at an early stage needs to be the primary focus of very specific attention [5].  

When it comes to detecting abnormalities in various organs of the body, such as skin cancer [6-8], blood cancer [9]-

[10], brain tumour [11]-[12], breast cancer [13-15], retina [16] and lung cancer [17]-[18] and so on, early cancer 

diagnosis plays a vital role. Worldwide, tumours are the main cause of mortality, and organ anomalies almost always 

play a role in their fast growth [19]. Nearly 18.1 × 106 new instances of cancer were detected in 2018, leading to 9.6 × 

106 cancer-related deaths, as reported by Global Cancer Observatory: Cancer Today (GLOBOCAN) [20]. The 

GLOBOCAN reported that the most common cause of death is lung cancer, accounting for around 18%, followed by 

breast cancer, which accounts for 6.6% of cases. Additionally, the study emphasizes the fact that more than ½ of all 

cancer fatalities occur in Asia, while just 23% of cancer death cases have been reported in Europe. Multiple methods 

are often used to investigate abnormalities in human organs, including magnetic resonance imaging (MRI) [21], 

mammography [22], computed tomography (CT) [23] and so on [24–28]. 

Hence, in this study, the authors established an integrated clustering and classification system for precise cancer 

grouping for breast and lung cancers and detailed the correlation between cancer patterns and different risk variables. 

Clustering is a method for dividing datasets into smaller sets defined by shared characteristics. Data items that are the 

same within a cluster but different from one another outside of it are called clusters [29]-[30]. A new approach to 

determining if cancer is present in a given patient is developed in this study by combining data mining techniques with 

hybrid clustering algorithms. Frequent occurrences of data and item sets in the database are called frequent patterns. 

Significant frequent patterns are those patterns that are most strongly associated with certain cancer types and may be 

used to forecast both the disease and its kind. The CNN is utilized for extracting these significant features. These 

significant patterns are further used to cluster the data set appropriately. 

Since lung and breast cancer are the most prevalent causes of mortality from cancer worldwide, it is essential to 

come up with a categorization system for each of these kinds of cancer. So, the next part would discuss the different 

approaches that were utilized for recognizing lung and breast cancer. 

1.1 Lung cancer detection  

In order to provide patients with an increased chance of survival, it is essential to diagnose lung cancer at an early 

stage. Possible indications of cancer include the presence of a nodule in the lungs. A nodule can be either benign or 

malignant [31]. A nodule is an item that has a spherical shape. There is a quick development of the malignant nodule, 

and the rapid growth of malignant nodules may also affect other organs at this time. 

For this reason, it is essential to have malignant nodules treated from the beginning of the process. When it comes 

to identifying lung cancer, the CT scan is the diagnostic method that is mostly used. Detecting abnormal spots inside 

the lung requires further studies to be performed after a CT scan [32]-[33]. Several studies about the identification and 

categorization of lung nodules have been conducted, some of which are given below.  

A deep learning (DL) based model that might detect lung cancer on chest radiographs was suggested and tested by 

Shimazaki et al. [34] using the segmentation technique. The study used mean false positive indications (mFPI) to assess 

the performance of the DL-based model while training and validating it using a five-fold cross-validation method. The 

DL-based model was found to be sensitive to change in as small a value as 0.73 mFPI, thereby affecting the 

identification of lung tumours using chest radiography. Agarwal et al. [35] used CNN along with the AlexNet Network 

Model to classify lung tumours, which is one of the transfer learning models. The suggested CNN has a higher 

accuracy than traditional neural network systems do, thus being the best option available. 

Naqi et al. [36] suggest that there are four stages of detecting and classifying nodules. These stages include the 

extraction of the lung area, identification of potential nodules, development of a feature descriptor based on hybrid 

geometric and textural features, and lastly, use of deep learning for feature reduction and classification. The approach 

proposed has a sensitivity of 95.6% and a notable reduction in false positives to 2.8 per scan. This study emphasizes the 

necessity for automated lung nodule detection and classification.  
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Asuntha and Srinivasan [37] introduced an advanced deep-learning approach for the detection of lung nodules by 

using a combination of several feature extraction methods to extract attributes. After extracting features, the best one is 

identified using the flexible Particle swarm optimization (FPSO) algorithm. The last technique used to group these 

traits is dark leather. Recent FPSO-CNN algorithms simplify CNN computations. 

The technique presented by Tahoces et al. [38] is an extension of their previous works for the precise measurement 

of the aortic lumen’s 3D geometry from an initial contour inside, using a simple incremental approach. It is shown that 

the proposed method consistently outperforms traditional techniques on entire datasets and 3D sections of 16 CT 

instances, where it gives an average accuracy of 0.951. In addition to common cases, the suggested method has great 

precision allowing it to be applied even for rare scenarios. 

An improved method for automatically detecting pulmonary nodules using CT scans was suggested by Xie et al. 

[39]. The system makes use of a 2D-CNN. Each network's output is combined to get the final categorization. A 

sensitivity of 86.42% in detecting nodule candidates was achieved after extensive trials on the Lung Nodule Analysis 

(LUNA 16) dataset. The suggested approach proved that it was possible to achieve precise lung nodule identification.  

Shen et al. [40] introduced a method for dividing lung nodules into two categories: those that require high suspicion 

and those that do not. By applying maximum pooling times and cutting areas from convolutional feature maps, this 

approach utilizes the Multi-Crop Convolution Neural Network (MC-CNN) to extract significant information from 

nodules. The proposed approach yielded a commendable outcome of 87.14% classification accuracy and 0.93% CUP 

score.  

According to Jiang et al. [41], nodule detection in the lungs may be achieved using multi-patches extracted from the 

Frangi filter's lung image. Integrating the 2 image classification techniques into a four-layer neural network model, this 

approach can gather data from radiologists to identify nodules. The proposed method achieved 80.06% sensitivity at 

4.7 false positives (FP) and 94% at 15.1 FP for each scan. 

The approach to pulmonary nodule detection presented by Setio et al. [42] relies on a multi-view Convolution 

network (MCN) for training models. The accurate identification of all suspicious nodules was achieved by fusing three 

algorithms for candidate nodule detection. At 1 FP per scan, the suggested method achieves a sensitivity level of 

85.4%, and at 4 FP per scan, it reaches 90.1%.  

Dou et al. demonstrated that Automated nodule identification using 3-deep CNNs from volumetric CT images had a 

lower false-positive rate [43]. By reducing the false-positive track and achieving the maximum CPM score, this method 

has been thoroughly verified in the LUNA16 challenge. 

1.2 Breast cancer detection 

One of the most prevalent causes of death from cancer in women is breast cancer. After the age of 50, the majority of 

patients diagnosed with this cancer pass away. This disease is responsible for almost 2 × 106 new cases annually and, in 

2018, made up 11.6% of all cancer cases. Among women, it accounted for 24.2% of cases, making it the deadliest 

disease affecting women worldwide [44][5]. Irregular cells in the breast may be either benign or malignant. Cancer 

cells, also known as malignant cells, pose a greater threat when they metastasize or multiply in other parts of the body. 

In contrast to the tiny number of cancerous cells, the benign cells are big and have a well-established type. Early 

detection of malignant tumours is challenging due to the small size and abundance of adipose and dense tissue. 

Advanced automated or computerized technologies also require breast tumour end-match detection. 

Classification accuracy is crucial for breast cancer diagnosis. The characteristics that categorize objects as either 

benign or malignant are trained and tested using a variety of DL and Machine Learning (ML) techniques [45][46]. Here 

are a few of the numerous studies that have been done on breast cancer identification. 

In 2020, Zhou et al. [47] presented the Inception-ResNet V2 and Inception V3 configurations and tested the 

performance of the model by evaluating the precision, adaptability, and specificity. Using the independent test 

technique, the CNN was able to estimate the therapeutic final diagnosis of axillary node metastasis with 85% 

responsiveness 0.89 AUC. In order to deal with errors in diagnosis by improving picture quality and processing time, 

Acharya et al. (2020) [48] used K-means, DL, enhanced loss feature (ELF) and autoencoder in the classification. With 

the use of the cluster and auto-encoders, K-means, which made use of a latent image feature, was able to provide 
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superior cluster outcomes. Breast cancer diagnosis accuracy increased to 97% using the DL algorithm, while the 

processing time increased from 30 to 40 seconds. 

Sun et al. (2017) [49] presented a breast cancer categorization approach. An SSL system that relies on graphs and a 

deep CNN was established. There were 3,158 ROIs in all, with an average size of 1,874 mammographic pairs. The 

remaining ROIs were considered unmarked, whereas 100 were considered identifiable data. For both labelled and 

unlabeled data, CNN achieved an accuracy of 0.82, and the AUC was 0.881. 

Etemadi et al. (2016) [50] proposed a hybrid selection model as a means of locating biased genes. By implementing 

the decision tree algorithm, the issue of having an excessive number of groups is resolved, and the subtype prediction 

of breast cancer with the same or fewer genes consistently yields accurate results. 

Abdel-Zaher et al. (2016) [51] presented a CNN-based approach using a backward propagation route and an 

unmonitored pathway network of deep-faith beliefs to identify breast cancer. The trials were conducted using the 

Wisconsin Breast Cancer Dataset (WBCD), which boasts an accuracy rate of 99.68%. 

Finally, in order to fill in the gaps that were established by earlier studies and to provide a solution to the issue of 

breast and lung cancer detection and early diagnosis, this study makes use of the clustering data mining approach in 

order to determine the health of patients who have lung and breast cancer.  

2. METHODS 

In this section, first, a brief outline of the lung and breast cancer datasets used in this paper is given, and then the 

various methods that are utilized in this study, along with the proposed architectures for precise cancer grouping and 

classification, are presented. Firstly, the lung and breast cancer data are collected from the dataset and preprocessed to 

remove the noise and to ensure uniformity in size, resolution, and quality. After preprocessing, CNN is utilized to 

extract features from these preprocessed datasets. By combining Density-Based Spatial Clustering of Applications with 

Noise (DBSCAN) and K-Means clustering, a hybrid clustering approach is used to split the features derived from CNN 

into numerous clusters. After that, using the features retrieved by the CNN, the cluster labels for each training data are 

generated using the DBSCAN and K-Means clustering algorithms. Finally, the CNN is utilized for the classification of 

lung and breast cancer. 

2.1 Datasets 

Two datasets are being utilized in this study; one is for lung cancer, and another is for breast cancer, which are given as 

follows: 

• Lung Cancer Dataset 

This dataset is aimed at exploring Lung Cancer occurrences in individuals, featuring 16 columns. Each column 

represents a specific attribute related to the individual's health status, lifestyle, and symptoms that could potentially 

influence the diagnosis of Lung Cancer. The application of clustering algorithms like DBSCAN and K-Means 

clustering could help in identifying patterns or groups based on the severity and combination of these attributes, 

potentially uncovering hidden relationships between the symptoms and the occurrence of Lung Cancer [52]. 

• Breast Cancer Wisconsin (Diagnostic) Dataset 

It is a well-known dataset commonly used in machine learning and cancer research. It typically includes features 

derived from breast cancer biopsies and is often used for classification tasks. This dataset contains detailed 

measurements of breast masses, with 32 columns providing information that describes the characteristics of the cell 

nuclei. This dataset contains 32 columns that describe the characteristics of the cell nuclei. It contains features such as 

radius, texture, smoothness, concavity, etc. The detailed features provided in this dataset are particularly suited for 

CNN-based feature extraction as CNN can leverage the spatial relationships in data for classification purposes, 

distinguishing between benign and malignant diagnoses effectively [53]. 

2.2 Data mining approach for feature extraction and Classification from breast and lung cancer datasets 

Data mining techniques have been useful in extracting significant features. The current study utilized data mining 

approaches, including CNNs, for feature extraction from lung and breast cancer datasets. These methods are good at 
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identifying certain patterns and features that relate to these types of data. By using these, it aids in accurate diagnosis, 

prognosis, and treatment planning for lung and breast cancer. 

In this study, the CNN architecture shown in Figure 2 is utilized, which contains a convolutional layer, a max 

pooling layer and a fully connected layer. The two-part feature extractor is performed through sequences of 

convolutions and max-pooling. An initial section has 3-3 max-pooling layers, a Relu activation function and 

Convolution layers with 32−32 units each. Relu is a well-known activation function that is often used in neural 

networks, particularly that which is known as CNNs. This nonlinearity is introduced into the model via the Relu layer. 

 

Figure 2. CNN architecture [54] 

The output of the CNN is converted into a feature space, in which every value can be represented as a vector of 

features that have been retrieved from previous analysis. When this is complete, the features that were extracted from 

the CNN's feature extractor are provided as input for the subsequent clustering process. 

2.3 The Structure of Clustering Process for Lung and Breast Cancer Dataset 

This section presents the general idea of the proposed structure and clustering process. The study employed a hybrid 

clustering technique by combining DBSCAN and K-Means clustering for lung and breast cancer patients’ stratification.  

2.3.1 DBSCAN 

DBSCAN is one of the most prevalent clustering methods developed in 1996. The density of data points within a 

certain region is analyzed to identify clusters by the algorithm. The core principle of density-based clustering is that a 

certain minimum number of cluster instances must be included within the range of a defined radius for each cluster 

instance. Core, Border, and Noise are the three categories into which DBSCAN divides data points. In order to find a 

cluster, DBSCAN takes a random instance (p) from the dataset (D) and finds all instances of D that are within the 

specified radius (r) and minimal number of instances (m) [55]. 

2.3.2 K-Means clustering 

K-Means clustering is a partitioning algorithm used to group data points into K clusters based on similarity. It operates 

by iteratively assigning each data point to the nearest cluster centroid and then updating the centroids based on the 

mean of the data points assigned to each cluster. In the context of integrating hybrid clustering and classification for 

lung and breast cancer diagnosis, K-Means clustering can be applied as a preprocessing step to identify distinct groups 

or patterns within patient data. These identified clusters can then serve as features or inputs for subsequent 

classification algorithms, such as support vector machines (SVM) or neural networks, enabling more targeted and 

accurate cancer diagnosis based on learned patterns from the clustered data [56]. 

2.4 Hybrid Clustering Architecture 

The hybrid clustering technique is used in the context of clustering a dataset containing features extracted from lung 

and breast cancer cases. This approach combines two separate techniques, namely DBSCAN and K-Means clustering, 

to successfully form clusters based on the extracted features. DBSCAN relies on the density of feature points to 
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identify clusters within the feature space without requiring a predefined number of clusters. K-Means clustering, on the 

other hand, assigns membership degrees to each data point across multiple clusters, allowing for varying levels of 

belongingness to different clusters based on feature similarities. The hybrid clustering method divides the feature space 

into several clusters by combining the results of DBSCAN and K-Means clustering. Consequently, each data point in 

the dataset is assigned a cluster label based on the combined findings of these clustering approaches. This labelling 

technique provides a systematic way to analyze and understand the correlations and differences among lung and breast 

cancer cases by grouping them according to their feature similarities within the dataset. 

2.5 Statistical analysis 

There are different ways to evaluate clustering results, which are mainly divided into internal and external standards. 

Internal indicators analyze clustering outcomes without any prior information, uncovering the possible distribution and 

inherent structure of dataset samples. This research lacks a definitive truth for lung and breast cancer stratification. 

Therefore, the investigation utilized the Davies–Bouldin Index (DBI) and Silhouette Coefficient (SC) to measure the 

effectiveness of all algorithms under comparison. DBI and SC determine the closeness within a cluster and the 

distinction between various clusters, respectively [56]. 

• Davies–Bouldin Index (DBI)  

The DBI metric determines the mean distance within each category and divides it by the distance that exists among the 

centres of two clusters, aiming to maximize this value [57]. The DBI index is calculated to measure the efficiency of a 

cluster, and it is inversely proportionate to the cluster's efficiency. The DBI index can be calculated as follows: 

𝐷𝐵 =
1

𝑘
∑ max

𝑗≠𝑖
(

𝐶𝑖̅+𝐶𝑗̅

‖𝑤𝑖−𝑤𝑗‖
2

)𝑘
𝑖=1      (1) 

The variables 𝑤𝑖 and 𝑤𝑗 measure the centroids of the cluster of ith and jth class, whereas 𝐶𝑖 and 𝐶𝑗 indicate the inner 

mean distance of the ith and jth class [56]. 

• Silhouette Coefficient (SC) 

Peter J. Rousseeuw, in 1986, presented the silhouette coefficient as an assessment measure [58]. It is used to assess the 

accuracy of clustering outcomes in this study. The combination of separation and cohesion may be determined using 

the following formula: 

𝑆 =
1

𝑛
∑ (

𝑏(𝑖)−𝑎(𝑖)

max{𝑎(𝑖),𝑏(𝑖)}
)𝑛

𝑖=1      (2) 

The parameter (𝑖) denotes the mean Euclidean distance between sample i and the other samples within the same 

cluster. A lower value of (𝑖) indicates that sample i should be assigned to a certain cluster. The variable b(i) denotes the 

dissimilarity among the cluster containing sample i and the other clusters [56]. 

2.6 Proposed Framework for Integrated Hybrid Clustering and Classification  

The proposed approach utilized CNN for feature extraction. Initially, the CNN is applied to extract meaningful features 

from the combined lung and breast cancer dataset. These extracted features serve as the basis for subsequent clustering 

using hybrid DBSCAN- K-Means clustering algorithms. The clustering process categorizes instances based on the 

derived features, enabling the identification of potential patterns or groups within the breast and lung cancer datasets, as 

shown in Figure 3 below. 

Subsequently, the dataset is filtered to distinguish between instances that may indicate malignant or benign 

conditions in breast cancer and potential indications of lung cancer. This refined dataset is then subjected to further 

classification using the trained CNN model. CNN, having been initially employed for feature extraction, now plays a 

pivotal role in categorizing instances based on the distinctive features identified during the clustering phase. This 

integrated hybrid approach leverages the strengths of both clustering and CNN-based classification to enhance the 

understanding of complex relationships within the lung and breast cancer datasets, offering potential insights for 

diagnostic and prognostic purposes. 
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3. RESULT AND DISCUSSION 

This section presents the key findings of the research and provide a thorough analysis and interpretation of those results 

within the broader context of the field. 

3.1 Evaluation Metrics 

The performance evaluation of a model typically involves assessing its effectiveness across several key metrics. 

Accuracy measures the overall correctness of the model's predictions. Precision gauges the model's ability to correctly 

identify positive cases among all cases it labels as positive. F1 Score combines precision and recall, offering a balanced 

measure of a model's performance. Recall, also known as sensitivity, quantifies the model's ability to identify all 

positive instances correctly. Evaluating a model across these metrics provides a comprehensive understanding of its 

predictive power and reliability. 

1. Accuracy: The percentage of cases that are accurately classified out of all the instances is called accuracy. 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
TP+TN+FP+FN

(TP + TN)
    (3) 

2. Precision: The preciseness of correct predictions, or the percentage of relevant examples among the obtained 

instances, is measured by precision. 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
TP

(TP + FP)
     (4) 

3. F1 Score: A score that harmonizes recall and precision is known as the F1 Score. With its unified metric for false 

positive and false negative rates, it strikes a good interference between recall and precision. 

𝑭𝟏 − 𝑺𝒄𝒐𝒓𝒆 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
    (5) 
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Figure 1. Proposed framework 
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4. Recall (also known as True Positive Rate or Sensitivity): The model's recall is a measure of its capacity to catch 

all positive occurrences. It is calculated by dividing the total number of relevant instances by the fraction of instances 

that have been recovered. 

𝑹𝒆𝒄𝒂𝒍𝒍 =
TP

(TP + FN)
      (6) 

Where, 

TP for true positives, TN for true negatives, FP for false positives, and FN for false negatives. 

Table 1 illustrates the hyperparameter table for a specific machine learning model or algorithm integrating hybrid 

clustering and classification for lung and breast cancer diagnosis would require detailed information about the model's 

architecture, the clustering and classification algorithms used, and their respective hyperparameters. 

Table 1. Hyperparameter Table 

Hyperparameter Description Possible Values 

Number of Clusters 
Number of clusters to be formed in 

clustering 
Integer > 1 

Cluster Algorithm Algorithm used for clustering K-Means, DBSCAN, etc. 

Clustering Distance Metric Distance metric for clustering Euclidean, etc. 

Classification Algorithm Algorithm used for classification Neural Network, etc. 

Neural Network Architecture 
Number of layers, units per layer, 

activation functions, etc. 
Varies based on architecture 

This table provides a framework for capturing the hyperparameters relevant to a hybrid clustering and classification 

model. The actual values for these hyperparameters would depend on factors such as the dataset, computational 

resources, and desired performance. 

The breast cancer dataset had two classes: benign and malignant. Hybrid clustering is used for grouping the data 

based on three clusters which are malignant, benign, and "Maybe" (cancer may be present or not). The prediction class 

on malignant and benign was gathered from the representation of the malignant and benign clusters, which resulted 

from a hybrid clustering approach. The result shows that the hybrid clustering approach could identify the beginin and 

malignant breast cancer clusters. The maybe cluster is the smallest cluster which indicates only a few of the cases 

remained unidentified. Figure 4 shows the result of the proposed hybrid clustering approach on the breast cancer 

dataset.  

 

Figure 4. Hybrid clustering of breast cancer dataset 
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Further, the Lung cancer Dataset had two outcomes: either cancer is present, or cancer is not present. The proposed 

hybrid clustering is used for grouping the data based on three clusters which are yes (lung cancer is present), No (lung 

cancer is not present), and "Maybe" (uncertainty of cancer). The prediction class on Yes and No was gathered from the 

cluster representation, which resulted from the first phase. The result suggests that the hybrid clustering approach 

effectively separated the data points and formed distinct clusters, indicating a clear separation between cancer and non-

cancer cases. The cluster region that corresponds to the Maybe cluster is characterized by its limited extent, indicating 

an absence of instances where the distinction between cancer and non-cancer is confusing. Figure 5 shows the result of 

the proposed hybrid clustering approach on the lung cancer dataset. 

 

Figure 5. Hybrid clustering of lung cancer dataset 

3.2 Results 

The proposed approach integrates DBSCAN, and K-means clustering with CNN and demonstrates impressive 

classification results for lung and breast cancer datasets for uncertain clusters. The classification results for lung and 

breast cancer datasets are shown in Table 2, given below.  

Table 2. Evaluation metric of the proposed approach 

Dataset Performance Metric Value 

Lung Cancer Accuracy 0.9847 

Precision 0.9628 

Recall 0.9412 

F1 Score 0.9541 

Breast Cancer Accuracy 0.9986 

Precision 0.9815 

Recall 0.9637 

F1 Score 0.9741 

For lung cancer, the model achieved an accuracy of 0.9847, with a high precision of 0.9628, a recall of 0.9412, and 

an F1 score of 0.9541. Similarly, in the breast cancer dataset, the model exhibited a remarkable accuracy of 0.9986, 

coupled with a precision of 0.9815, a recall of 0.9637, and an F1 score of 0.9741, as shown in Figure 6. 

These results highlight the performance of the proposed approach in accurately categorizing uncertain instances into 

their respective classes. These classification results collectively indicate the robustness of the proposed approach in 

accurately categorizing uncertain instances in both lung and breast cancer datasets. The high values across accuracy, 

precision, recall, and F1 score underscore the potential utility of the hybrid methodology in supporting breast and lung 

cancer diagnosis. 
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Figure 6. Performance of the proposed approach on both datasets. 

3.3 Comparative Analysis 

In this section, Table 3 provides comprehensive details regarding authors, methodologies employed, and accuracy 

pertaining to Clustering and Classification of Lung Cancer. Similarly, Table 4 presents a comparative analysis focusing 

on Breast Cancer. When assessing the efficacy of a model, accuracy stands out as a crucial metric. A higher 

classification and detection rate implies greater success of the model. Typically, the accuracy rate serves as a primary 

measure of a model's performance. The proposed model notably attained an impressive accuracy of 98.47% for lung 

cancer and an outstanding 99.86% for breast cancer. 

Table 3. Comparative Analysis for Lung Cancer. 

Authors Technique Outcomes 

Tahoces et al. (2019) [38] Energy-Based Optimization Technique 95.1% 

Xie et al. (2019) [39] 2D-CNN 86.42% 

Shen et al. (2017) [40] MC-CNN 87.14% 

Jiang et al. (2017) [41] Neural Network 94% 

Setio et al. (2016) [42] MCN 90.1%. 

Proposed Method DBSCAN and K-means clustering 98.47% 

Table 4. Comparative Analysis for Breast Cancer. 

Authors Techniques Outcomes 

Zhou et al.  (2020) [47] Inception-ResNet V2 85% 

Acharya et al. (2020) [48] K-means 97% 

Sun et al. (2017) [49] deep CNN 82% 
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Abdel-Zaher et al. (2016) [51] CNN 99.68%. 

Proposed Method 
DBSCAN and K-means 

clustering 
99.86% 

4. CONCLUSION AND FUTURE SCOPE 

The performance evaluation results for the proposed hybrid approach, integrating DBSCAN and K-means clustering 

along with CNN, on the lung and breast cancer datasets are highly promising. The combined methodology effectively 

captures intricate patterns within the lung and breast cancer dataset. The clustering phase, utilizing DBSCAN and K-

means clustering, demonstrates excellent performance in grouping instances based on the identified patterns derived 

from the lung and breast cancer dataset. The cooperative use of clustering and CNN-based feature extraction enhances 

the precision and significance of the identified clusters. Furthermore, the subsequent CNN-based classification yields 

more accurate and reliable results in distinguishing between benign and malignant instances of breast cancer, as well as 

potential indications of lung cancer for uncertain datasets. The classification findings demonstrate a significant level of 

accuracy for both the lung and breast cancer datasets. Specifically, the accuracy score for lung cancer is 0.9847, while 

the accuracy score for breast cancer is 0.9986. The precision, recall, and F1 scores provide additional confirmation of 

the strength and reliability of the technique. The proposed hybrid approach shows promising results in capturing 

intricate patterns in lung and breast cancer datasets. Future enhancements involve integrating advanced ML techniques 

and exploring real-time applications for improved diagnosis and patient outcomes. 
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