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Abstract: The rising threat of rice diseases such as blast, brown spot, sheath blight, and bacterial leaf blight has 

emphasized the need for early, accurate, and scalable detection methods. This research brings together insights from 30 

peer-reviewed studies to provide a consolidated view of how computational intelligence is being applied in rice disease 

diagnosis. Recent advancements highlight the use of deep learning models—including CNNs, ResNet, DenseNet, 

EfficientNet, Vision Transformers, and object detection frameworks like YOLO—alongside traditional machine learning 

techniques such as Support Vector Machines (SVM) and Random Forests (RF). In certain cases, hybrid systems (e.g., 

CNN-SVM) have demonstrated almost flawless classification performance, while advanced architectures like 

DenseNet201 and Vision Transformers have reported accuracy levels exceeding 98%. Other studies focus on practical 

aspects such as IoT-enabled monitoring, mobile-based deployment, and image segmentation for precise localization of 

disease-affected regions. 

 

Although these developments are highly encouraging, challenges remain in transitioning from controlled research 

environments to real-world applications. Key issues include generalizing across diverse field conditions, maintaining 

computational efficiency on resource-limited devices, and ensuring models perform reliably across different geographic 

and climatic variations. This paper provides a critical evaluation of available methodologies, summarizes key 

achievements, and discusses limitations that researchers and practitioners must address. Finally, it outlines potential 

future directions for developing more adaptive, resource-efficient, and farmer-friendly rice disease detection systems that 

can support sustainable agricultural practices. 

 

Keywords: Rice disease detection, CNN, precision agriculture, machine learning, IoT in farming. 

 

I. INTRODUCTION 

 

Rice remains one of the most critical food crops globally, providing nourishment for more than half of the world’s 

population. Despite its importance, rice production is under constant threat from leaf diseases caused by bacterial, fungal, 

and viral pathogens. Among these, rice blast, brown spot, bacterial leaf blight (BLB), and sheath blight stand out for their 

destructive impact, often reducing yields by over 40% when left unchecked. 

 

Conventional approaches to disease identification rely on field inspection by experts—methods that are often slow, 

subjective, and impractical on large cultivation scales. To overcome these shortcomings, recent advances in 

computational intelligence have introduced powerful alternatives. Artificial Intelligence (AI), Machine Learning (ML), 

and particularly Deep Learning (DL) models are being widely applied for efficient and scalable rice disease detection. 

Convolutional Neural Networks (CNNs) and their sophisticated variants—such as ResNet, DenseNet, InceptionV3, and 

Vision Transformers—have consistently demonstrated high accuracy in image-based disease classification. Beyond 

standalone models, hybrid strategies combining DL with traditional ML, as well as the integration of Internet of Things 

(IoT) systems, edge devices, and drone-based monitoring, have expanded the scope of real-time and precision agriculture. 

The growing accessibility of open-source datasets and the availability of low-cost computing platforms have further 

accelerated research. Yet, critical obstacles remain—imbalanced datasets, challenges in adapting models to real-world 

field conditions, limited interpretability of decision processes, and deployment barriers on resource-constrained devices. 

Addressing these limitations is essential to translating promising research into practical, farmer-friendly solutions. 

 

This paper synthesizes findings from 30 peer-reviewed studies, providing a consolidated review of existing computational 

techniques, their performance, and the evolving landscape of rice disease detection. It further identifies persistent gaps 
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and highlights future research directions necessary for building robust, generalizable, and scalable systems to support 

sustainable rice production. 

 

II.   RELATED WORK 

 

Recent studies in rice disease detection reflect a growing reliance on deep learning and hybrid computational approaches. 

Akram et al. presented a large-scale meta-analysis of 35 published works, highlighting that Convolutional Neural 

Networks (CNNs) and their hybrid variants dominate current research due to their consistent balance of accuracy and 

scalability. Complementing this, Shakib et al. reported that Vision Transformer models outperform ResNet50, indicating 

the potential of transformer-based architectures in agricultural image recognition tasks. Jyoti et al. further advanced the 

field by integrating DenseNet201 with the AgriRover robotic platform, enabling autonomous in-field disease surveillance 

and diagnosis. 

 

Regional investigations reveal high incidences of major diseases in specific crop zones. For instance, studies by Bijoy et 

al. and Kumar & Bhowmik documented the prevalence of blast and sheath blight in certain Indian states, demonstrating 

the practical significance of localized datasets for model training. In terms of architectural improvements, Tamilselvi et 

al. proposed an enhanced DenseNet variant that achieved accuracy levels exceeding 98%, whereas Yadav et al. developed 

a CNN–Random Forest hybrid model with superior precision and F1-score performance. 

 

Other research focuses on expanding detection capabilities. Yu et al. introduced DSC-T-YOLO, an optimized YOLO 

architecture tailored for unmanned aerial vehicle (UAV)-based surveillance, while Kitpo et al. incorporated geolocation 

mapping into disease monitoring, thus advancing spatially aware crop diagnostics. From a methodological perspective, 

Widjaja et al. emphasized the role of segmentation in identifying infected leaf regions, whereas Sharma et al. 

demonstrated how ML classifiers effectively distinguish fungal infections with high accuracy. 

 

Recent innovations also combine multispectral imaging with deep learning pipelines to improve robustness under 

fluctuating field conditions. Additionally, the incorporation of explainable AI tools is drawing increasing attention, with 

the aim of making model decisions more transparent for both farmers and policy stakeholders. 

 

III.    METHODOLOGY 

 

This study follows a structured literature review approach, covering 30 peer-reviewed papers published between 2016 

and 2025. To ensure a consistent and objective evaluation, each work was assessed against several key dimensions: 

research objectives, computational methodology, algorithmic design, dataset characteristics, performance metrics 

(accuracy, precision, recall, F1-score, AUC), and reported limitations. 

 

A. Categories of Models 

1. Traditional Machine Learning Approaches  

Classical ML models such as Support Vector Machines (SVM), Random Forest (RF), CatBoost, and ensemble-based 

learners have been widely applied, particularly in earlier studies. These models generally rely on handcrafted feature 

extraction techniques, including Histogram of Oriented Gradients (HOG), Scale-Invariant Feature Transform (SIFT), 

and Principal Component Analysis (PCA), to characterize infected leaf patterns before classification. 

2. DeepLearningModels 

With the increasing availability of annotated datasets, deep learning has become the mainstream approach. 

Convolutional Neural Networks (CNNs) and their advanced architectures—such as VGG16/19, ResNet, DenseNet, 

InceptionV3, and EfficientNet—have consistently delivered state-of-the-art performance. More recently, Vision 

Transformers (ViT) have been introduced to model long-range dependencies and contextual relationships in rice 

disease images with improved accuracy. 

3. HybridSystems 

Several studies propose hybrid frameworks that combine CNN-based feature extraction with traditional machine 

learning classifiers. For example, Mehta et al. demonstrated a CNN-SVM pipeline tailored for disease severity 

classification, showing that the hybrid approach can yield better interpretability and diagnostic granularity compared 

to standalone deep networks. 

4. Object Detection and Segmentation Models  

In addition to classification, real-time disease monitoring requires precise localization of affected regions. Models 

such as YOLOv4-Tiny and Mask R-CNN have been employed for this purpose, offering both efficiency and pixel-

level accuracy in identifying diseased leaf areas. 
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5. IoT and Edge-Enabled Systems  

A growing body of research integrates detection models into practical platforms, including drones, smartphones, and 

robotic systems. Examples include AgriRover for field-deployed autonomous monitoring and UAV-based solutions 

for large-area surveillance. These implementations highlight the movement toward scalable, real-world agricultural 

applications. 

 

B. Preprocessing Techniques 

To improve detection performance and handle data variability, a range of preprocessing strategies have been employed: 

• Color Transformations: RGB–HSV conversions, Contrast Limited Adaptive Histogram Equalization 

(CLAHE), and grayscale normalization. 

• Noise Reduction: Gaussian and Laplacian filtering for enhanced visual clarity. 

• Image Augmentation: Geometric transformations such as rotation, scaling, and flipping to combat dataset 

imbalance and improve generalization. 

• Segmentation: Otsu thresholding and vegetation indices such as NDVI (Normalized Difference Vegetation 

Index) and EVI (Enhanced Vegetation Index) have been applied for isolating disease-affected regions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1  End-to-End Rice Disease Detection Pipeline 

 

C. Evaluation Metrics 

Performance assessment across studies relied on standard machine learning and computer vision metrics. Accuracy was 

the most widely reported, along with precision, recall, F1-score, Matthews Correlation Coefficient (MCC), and Area 

Under the ROC Curve (AUC). Notably, some recent architectures—such as EfficientNetV2L—have achieved extremely 

high accuracy, reaching up to 99.63% under controlled conditions. 

 

TABLE I   MODEL SUMMARY 

 

Model Type Example Algorithms Dataset Size Accuracy (%) Limitation 

Traditional ML SVM, RF Small (≤1k) 80–90 Limited generalization 

Deep Learning DenseNet201, ViT Medium–large 95–99.6 High computation 

Hybrid CNN-SVM, CNN-RF Medium 96–98 Complex training 

Object Detection YOLOv4, Mask R-CNN Large (>10k) 85–95 Deployment cost 

IoT Systems AgriRover, UAV Field data 88–92 Hardware dependency 

 

IV. RESULTS AND DISCUSSION 

 

The consolidated review of 30 research papers highlights several important trends and performance outcomes in rice 

disease detection systems. Among deep learning models, DenseNet201 and Vision Transformers (ViT) consistently 

outperformed conventional CNN architectures, reporting accuracy levels above 98%. These results emphasize the 
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effectiveness of advanced architectures in capturing complex feature representations needed for distinguishing between 

visually similar rice diseases. 

 

Hybrid frameworks provide additional advantages, particularly for severity-level classification. For example, integrating 

CNN-based feature extraction with SVM or Random Forest classifiers has shown considerable improvements in 

recognizing disease progression stages, especially in cases such as rice Hispa and brown spot, where severity estimation 

is critical for timely intervention. 

 

Preprocessing strategies also played a significant role in boosting detection performance. Approaches such as Mask R-

CNN for region segmentation and HSV color transformations enhanced precision by focusing learning on disease-

specific patterns rather than background noise. Similarly, segmentation-first pipelines that combined Mask R-CNN with 

DenseNet classifiers achieved accuracy improvements of nearly 10% compared with direct classification using CNNs 

alone, suggesting that precise localization prior to classification yields more reliable results. 

 

The integration of IoT platforms and drone-based frameworks has demonstrated strong potential for real-time, scalable 

agricultural monitoring. For instance, UAV-enabled detection systems, such as those proposed by Yu et al., extend 

surveillance to large cultivation areas, enabling early warning and precision agriculture practices. However, these 

solutions face challenges related to connectivity, computational efficiency, and deployment costs, particularly when 

operating in rural or resource-limited environments. 

 

Another important insight relates to dataset characteristics. Models trained on localized datasets delivered strong 

performance in their respective regions, capturing context-specific disease manifestations. However, they often struggled 

to generalize across broader geographic conditions, underscoring the need for larger, more diverse, and standardized 

datasets to support globally deployable detection solutions. 

 

Overall, the findings suggest that while recent architectures and hybrid pipelines are achieving near-perfect accuracy in 

controlled settings, the key challenges for future research lie in field-level deployment, resource optimization, and 

cross-regional generalization. Addressing these gaps will be essential to translate computational advancements into 

practical farmer-friendly tools that support sustainable rice cultivation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Accuracy Comparison of Major Architectures 

 

V. FUTURE SCOPE  

 

Future research should focus on: 

• Lightweight DL models for mobile/edge applications 

• Cross-regional datasets for generalization 

• Multi-crop disease detection frameworks 

• Explainable AI for interpretability 

• Integration into DSS (Decision Support Systems) 

• Multimodal learning by fusing hyperspectral imaging, drone visuals, and sensor-based IoT data 

• Federated learning approaches for collaborative model training across regions 

• Integration of blockchain for secure, transparent agricultural data sharing 
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• Real-time disease progression tracking for predictive analytics 

 

VI.  CONCLUSION 

 

This study synthesizes recent progress in rice leaf disease detection, with a focus on advanced model architectures, hybrid 

computational frameworks, and the integration of IoT-enabled solutions. The collective evidence demonstrates that 

modern deep learning techniques—particularly DenseNet, Vision Transformers, and hybrid CNN-ML pipelines—deliver 

consistently high classification accuracy across benchmark datasets. Furthermore, IoT and UAV-based systems extend 

the scope of detection toward real-time, scalable monitoring. 

 

Despite these encouraging results, several critical challenges remain. Current models often struggle with generalization 

across diverse environments, and deployment on resource-limited platforms is hindered by high computational costs 

and energy demands. Additionally, the black-box nature of deep learning methods limits their interpretability, 

reducing trust among farmers, agronomists, and policymakers. 

 

The future of rice disease detection is expected to move toward lightweight, explainable, and field-ready AI systems. 

Research efforts should prioritize the fusion of multimodal data sources, including multispectral imagery, 

environmental data, and geospatial inputs, to build more robust frameworks that reflect real-world complexity. Equally 

important is the integration of explainable AI techniques, which can improve transparency, encourage adoption, and 

guide data-driven decision-making in precision agriculture. 

 

In conclusion, the development of scalable, adaptive, and farmer-centric detection systems has the potential to not 

only safeguard rice yields but also strengthen food security at a global level. By bridging high-performance algorithms 

with real-world agricultural needs, computational intelligence can play a transformative role in ensuring sustainable crop 

production for the future. 
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