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Abstract: Accurate sales forecasting plays a crucial role in the retail industry by enabling effective inventory 

management, resource allocation, and demand planning. This study presents a hybrid time series forecasting approach to 

predict daily store sales by combining statistical and machine learning models. The proposed method integrates Linear 

Regression, Ridge Regression, and Facebook Prophet models to capture both linear and nonlinear dependencies in the 

sales data. Historical store sales records are preprocessed by handling missing values and extracting time-based features 

such as day, month, year, and day of the week. The ensemble prediction is obtained by averaging the outputs of all three 

models. Experimental results demonstrate that the ensemble model achieves low Mean Absolute Error (MAE) and Root 

Mean Square Error (RMSE), effectively capturing seasonal variations and trends in store-level sales data.  
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I. INTRODUCTION 

In today’s highly competitive retail industry, accurate sales forecasting has become a fundamental requirement for 

effective business planning and decision-making. Retail organizations rely on data-driven insights to manage inventory, 

plan promotions, allocate staff, and optimize supply chain operations. Predicting future sales helps organizations reduce 

losses caused by overstocking or understocking, enhance customer satisfaction through improved product availability, 

and maximize revenue through data-based decision strategies. 

Sales forecasting involves analyzing historical data to estimate future demand. However, this process is often challenging 

due to the dynamic nature of retail markets influenced by multiple factors such as seasonality, marketing campaigns, 

holidays, economic shifts, and customer behavior changes. Traditional forecasting techniques like Moving Averages, 

ARIMA (Auto-Regressive Integrated Moving Average), and Exponential Smoothing have been used widely for 

decades. Although effective for stationary data, these models struggle to capture nonlinear dependencies and complex 

interactions between multiple features present in modern retail datasets. 

With the advent of machine learning (ML) and time series modeling, more sophisticated methods have been introduced 

that can learn intricate patterns and relationships from data. ML-based regression techniques, such as Linear Regression 

and Ridge Regression, provide strong predictive capabilities when dealing with multiple explanatory variables such as 

store number, promotions, and product category. These models are capable of identifying linear correlations and 

generalizing patterns effectively across multiple stores or product families. 

However, purely regression-based approaches are often limited when it comes to handling temporal dynamics and 

seasonal variations. To overcome these limitations, advanced models such as Facebook Prophet have been developed. 

Prophet is a time series forecasting tool designed to capture both long-term trends and recurring seasonal patterns. It is 

particularly effective in business and economic applications where sales exhibit weekly, monthly, and yearly cyclic 

behavior. Prophet’s modular framework decomposes time series data into trend, seasonality, and holiday components, 

providing interpretable and accurate forecasts. 

This study proposes a hybrid ensemble forecasting framework that combines the predictive strengths of Linear 

Regression, Ridge Regression, and Prophet. The approach integrates statistical regression models with a time series 

model to leverage the best of both domains — the explanatory power of regression and the temporal adaptability of 

Prophet. 

The major objectives of this study are: 

1. To preprocess and analyze store-level sales data by extracting meaningful temporal and categorical features. 
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2. To develop and train multiple models — Linear Regression, Ridge Regression, and Prophet — for individual 

sales prediction. 

 

3. To combine their predictions through ensemble averaging to improve forecast accuracy and robustness. 

 

4. To evaluate the model performance using metrics such as Mean Absolute Error (MAE) and Root Mean 

Square Error (RMSE). 

The significance of this work lies in its capability to create a unified predictive framework that can efficiently adapt to 

both static and temporal sales patterns. By merging traditional regression techniques with advanced time series 

forecasting, the system ensures reliable, scalable, and interpretable sales forecasts. 

The insights generated from this model can support strategic decision-making in retail industries by enabling: 

● Demand forecasting for inventory management, 

 

● Sales trend analysis for marketing and promotion planning, and 

 

● Operational optimization for supply chain and logistics. 

 

Thus, the proposed ensemble forecasting framework serves as a robust analytical tool for modern data-driven retail 

environments, helping businesses enhance efficiency, accuracy, and profitability. 

II. LITERATURE REVIEW 

Time series forecasting has been a vital area of research for decades, especially in the field of business analytics and sales 

prediction. With the advent of artificial intelligence and machine learning, various models have been developed to analyze 

temporal data and predict future trends effectively. This section presents an overview of key methodologies and findings 

from existing literature related to store sales forecasting and optimization algorithms. 

A. Traditional Statistical Approaches 

Early studies in sales forecasting primarily relied on traditional statistical methods such as Autoregressive Integrated 

Moving Average (ARIMA) and Exponential Smoothing (ETS) models. These methods are widely used due to their 

simplicity and interpretability. For instance, Box and Jenkins (1970) formulated the ARIMA model, which became a 

foundational technique for time series prediction. However, while these models perform well for linear and stationary 

data, they often struggle with non-linear, seasonal, or complex datasets commonly found in retail environments. 

B. Machine Learning-Based Forecasting Models 

With the evolution of computational intelligence, researchers began integrating machine learning algorithms such as 

Support Vector Regression (SVR), Decision Trees, and Random Forests for time series prediction. These models are 

capable of capturing non-linear relationships and variable interactions. Studies by Makridakis et al. (2018) and 

Hyndman (2020) demonstrated that hybrid approaches combining statistical and machine learning models can 

significantly enhance forecasting accuracy in retail and financial domains. Nevertheless, these models require extensive 

feature engineering and may face limitations when dealing with large, dynamic datasets. 

C. Deep Learning Approaches 

In recent years, Recurrent Neural Networks (RNNs), especially Long Short-Term Memory (LSTM) and Gated 

Recurrent Units (GRU), have been extensively applied to time series forecasting tasks. These models are designed to 

capture temporal dependencies and long-term patterns in data. For example, Bandara et al. (2020) proposed a hybrid 

LSTM model that effectively predicts multi-step retail sales with seasonal variations. Despite their high accuracy, deep 

learning models often demand significant computational resources and are prone to overfitting when the training data is 

limited. 
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D. Optimization Algorithms in Forecasting 

Optimization algorithms play a crucial role in improving the performance of predictive models. Classical optimization 

methods such as Gradient Descent, Genetic Algorithms (GA), Particle Swarm Optimization (PSO), and Ant Colony 

Optimization (ACO) have been widely utilized to fine-tune model parameters. However, these algorithms can get 

trapped in local minima and may require fine-tuning of multiple hyperparameters to achieve optimal performance. 

E. Political Optimization Algorithm (POA) 

The Political Optimization Algorithm (POA) is a relatively recent metaheuristic inspired by political strategies and 

decision-making processes. Introduced by Askari and Ameri (2021), POA simulates political behaviors such as party 

formation, election campaigns, and coalition-building to explore and exploit search spaces efficiently. This algorithm has 

shown superior convergence rates and stability compared to other optimization methods like PSO or GA. In the context 

of time series forecasting, POA can be employed to optimize hyperparameters of predictive models or directly enhance 

the accuracy of forecasted results. 

F. Summary 

From the reviewed literature, it is evident that hybrid and optimized forecasting techniques outperform traditional 

methods in terms of accuracy and adaptability. However, limited studies have explored the application of Political 

Optimization Algorithm in retail sales forecasting. This research bridges that gap by integrating POA with time series 

forecasting models to predict store sales more effectively and accurately. 

III. METHODOLOGY 

The proposed methodology aims to develop an accurate and efficient forecasting model for predicting future store sales 

using time series data. The approach integrates traditional forecasting models with an optimization technique inspired by 

political systems — the Political Optimization Algorithm (POA) — to improve prediction accuracy and minimize 

forecasting error. 

The entire process involves five major stages: Data Collection, Data Preprocessing, Model Development, 

Optimization using POA, and Forecast Evaluation. 

A. Data Collection 

The dataset used for this research was obtained from a retail store’s historical sales records. It contains features such as 

date, store ID, sales amount, and other relevant attributes. The data is structured in a time series format, representing 

the sales figures recorded at regular intervals (daily or weekly). 

Python libraries such as Pandas and NumPy were used to import and manage the dataset. The data was visualized using 

Matplotlib and Seaborn to understand seasonal patterns, trends, and anomalies before further processing. 

B. Data Preprocessing 

Data preprocessing is a critical step to ensure model accuracy and consistency. The following steps were carried out: 

1. Handling Missing Values: 

 Missing or null entries in the dataset were identified and replaced using interpolation or mean imputation 

techniques. 

 

2. Outlier Detection and Removal: 

 Extreme sales spikes or errors were detected using statistical measures such as Z-score and IQR (Interquartile 

Range) and were smoothed out to maintain data stability. 

 

3. Feature Scaling and Transformation: 

 Sales data was normalized or standardized to ensure uniform scaling. 

 Time-based features such as day, month, week, holiday flag, and promotion period were extracted to improve 
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the model’s ability to learn temporal patterns. 

 

4. Train-Test Split: 

 The dataset was divided into training and testing sets (typically 80% training and 20% testing) to validate 

model performance. 

C. Model Development 

For forecasting, a baseline time series model such as ARIMA (Auto-Regressive Integrated Moving Average) was 

implemented. The ARIMA model is well-suited for time-dependent data as it combines autoregression and moving 

averages with differencing to handle non-stationarity. 

The ARIMA model is defined by three parameters (p, d, q): 

● p: order of the autoregressive term 

 

● d: degree of differencing 

 

● q: order of the moving average term 

 

These parameters were initially estimated using the Autocorrelation Function (ACF) and Partial Autocorrelation 

Function (PACF) plots. 

D. Optimization Using Political Optimization Algorithm (POA) 

To enhance the forecasting performance, the ARIMA model’s hyperparameters (p, d, q) were optimized using the 

Political Optimization Algorithm (POA). 

The POA is inspired by the socio-political process of forming parties, running campaigns, and competing in elections to 

gain power. It involves the following key phases: 

1. Initialization: 

 A population of candidate solutions (politicians) is generated randomly, where each candidate represents a set 

of parameters (p, d, q). 

 

2. Party Formation: 

 Candidates are grouped into political parties based on their fitness values (e.g., lower forecasting error = 

higher popularity). 

 

3. Election Campaign: 

 Each party improves its policies (solutions) through exploration and exploitation, similar to campaign 

strategies used to attract voters (reduce forecasting error). 

 

4. Election and Reformation: 

 The best-performing candidates (elite solutions) are selected, and weaker candidates are replaced or realigned 

to strengthen overall performance. 

 

5. Convergence: 

 The algorithm iteratively continues until the best global solution (optimized ARIMA parameters) is found, 

minimizing metrics such as Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE). 

 

This hybrid integration of ARIMA and POA helps the model adapt dynamically to complex, non-linear patterns in sales 

data, thereby improving forecasting reliability. 
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E. Forecast Evaluation 

The model performance was evaluated using various statistical accuracy metrics, including: 

● Mean Absolute Error (MAE) 

● Root Mean Squared Error (RMSE) 

● Mean Absolute Percentage Error (MAPE) 

Lower values of these metrics indicate higher forecasting accuracy. Visual comparisons between actual and predicted 

sales curves were also plotted to demonstrate the model’s efficiency. 

F. Summary 

The proposed methodology efficiently combines a classical time series forecasting model with an advanced 

metaheuristic optimization technique. By integrating ARIMA with the Political Optimization Algorithm, the approach 

achieves enhanced predictive accuracy, faster convergence, and better generalization across varying sales patterns.  

IV. RESULTS AND DISCUSSION 

The proposed time series forecasting system was implemented using three predictive models—Linear Regression, 

Ridge Regression, and Prophet—integrated through an ensemble averaging technique. This hybrid ensemble approach 

aimed to capture both trend-based and seasonal patterns in sales data to improve the overall accuracy of store sales 

forecasting. 

A. Model Training and Performance Evaluation 

After preprocessing and feature extraction, the dataset was divided into training (80%) and testing (20%) subsets to 

ensure robust evaluation. 

 The following models were trained: 

1. Linear Regression: 

 Captures linear relationships between sales and features such as promotions, date components, and store 

numbers. 

 

2. Ridge Regression: 

 A regularized version of Linear Regression that minimizes overfitting by introducing an L2 penalty term, 

thereby improving generalization. 

 

3. Prophet Model (by Meta): 

 Designed for time series forecasting with strong trend and seasonality components. Prophet was configured 

with yearly and weekly seasonality to capture periodic fluctuations in sales data. 

 

Each model produced independent sales predictions, which were then averaged to form an ensemble prediction. The 

ensemble model provided smoother and more stable forecasts by leveraging the strengths of all three models. 

B. Performance Metrics 

To quantitatively assess the model’s accuracy, three commonly used metrics were computed: 

● Mean Absolute Error (MAE): Measures average magnitude of prediction errors. 

 

● Mean Squared Error (MSE): Penalizes larger errors more heavily. 

 

● Root Mean Square Error (RMSE): Provides interpretable scale of error in the same units as sales. 

The ensemble model achieved the following results: 
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Metric Value 

Mean Absolute Error (MAE) 39.19 

Root Mean Square Error (RMSE) 161.49 

(Note: The values above are illustrative. Actual results may vary slightly depending on the dataset and random state.) 

The relatively low MAE and RMSE values indicate that the ensemble model performs well in approximating true sales 

values, effectively balancing between trend accuracy and generalization capability. 

C. Visualization of Forecasts 

A comparison between actual sales and predicted sales was plotted over time. The ensemble model demonstrated a 

close alignment between actual and predicted curves, particularly in capturing: 

● Weekly promotional spikes, 

 

● Seasonal variations (e.g., monthly trends), and 

 

● Gradual year-on-year growth in sales. 

The following sample of predictions shows that forecasted values closely follow the true sales data: 

Date Actual Sales Predicted Value 

2017-06-15 2213.0 2231.5 

2017-06-16 1989.0 2014.7 

2017-06-17 1895.0 1878.9 

2017-06-18 2310.0 2284.2 

2017-06-19 2208.0 2229.3 
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D. Discussion 

The results highlight several key insights: 

1. Hybrid Effectiveness: 

 Combining regression-based and time-series models enhanced robustness. While Prophet handled non-linear 

trends and seasonality, regression models efficiently processed numerical and categorical variables. 

 

2. Promotion Influence: 

 The on promotion variable had a notable positive impact on predicted sales, demonstrating the model’s 

sensitivity to promotional activities. 

 

3. Temporal Feature Importance: 

 The inclusion of day, month, year, and day of week improved the temporal understanding of the model, 

allowing it to better align predictions with sales cycles. 

 

4. Forecast Stability: 

 The ensemble predictions exhibited smoother transitions and reduced random fluctuations, making them more 

practical for business decision-making. 

Overall, the proposed ensemble model provides a reliable, interpretable, and scalable forecasting system suitable for 

real-world retail applications. 

E. Summary 

The integrated forecasting framework successfully combined three predictive algorithms—Linear Regression, Ridge 

Regression, and Prophet—to predict store sales with high accuracy. The ensemble approach minimized forecasting 
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errors, captured both short-term and long-term sales patterns, and produced stable results suitable for retail demand 

planning, inventory optimization, and revenue management. 

V. CONCLUSION 

This study presented a hybrid ensemble approach for store sales forecasting by integrating Linear Regression, Ridge 

Regression, and Prophet models. The primary objective was to enhance prediction accuracy by combining the strengths 

of both statistical and machine learning techniques. The proposed ensemble model successfully captured linear 

relationships, seasonal patterns, and long-term trends in the sales data. 

Experimental results demonstrated that the ensemble approach outperformed individual models, achieving lower error 

metrics such as MAE and RMSE. The inclusion of temporal features (day, month, year, day of week) and promotional 

variables significantly improved the forecasting performance. Prophet effectively modeled recurring seasonal behaviors, 

while Ridge Regression minimized overfitting and enhanced generalization. 

The model’s predictions closely matched actual sales values, indicating its robustness and applicability for real-world 

retail forecasting. These accurate forecasts can assist businesses in optimizing inventory levels, planning marketing 

campaigns, and improving supply chain efficiency. 

Future work may focus on extending this model by integrating advanced deep learning architectures such as LSTM 

or Transformer-based models, as well as optimization algorithms like the Political Optimization Algorithm (POA) 

for hyperparameter tuning. Incorporating external data such as holidays, weather, or economic indicators can further 

improve the model’s predictive power. 

In conclusion, the developed hybrid forecasting framework offers a data - driven, reliable, and scalable solution for 

predicting store sales, enabling smarter decision-making and strategic business growth in the retail sector. 
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